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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

The 140th meeting of the Acoustical Society
of America held in Newport Beach, CA

The 140th meeting of the Acoustical Society of America was held 3–8
December 2000 at the Newport Beach Marriott Hotel and Tennis Club in
Newport Beach, CA. This was the first time the Society has met in this city.
The meeting was held jointly with Noise-Con 2000.

The meeting drew a total of 1368 registrants. There were 277 non-
members and 224 students in attendance.

Noise-Con 2000 was arranged through the Institute of Noise Control
Engineering. Twenty joint Noise-Con/ASA sessions were held from Sunday
through Tuesday. A joint meeting Exhibit was sponsored and registrants had
the option to purchase a copy of the proceedings of Noise-Con 2000 on CD
ROM.

Attesting to the international ties of our organization, 182 of the reg-
istrants~that is, about 13%! were from outside North America, the United
States, Canada, and Mexico, which accounted for 1120, 61, and 5, respec-
tively. There were 35 registrants from Japan, 26 from the United Kingdom,
20 from Germany, 15 from Korea, 13 from France, 7 from Denmark, 6 each
from Italy and Sweden, 5 from Australia, 4 each from Brazil, China, and
Poland, 3 each from Malaysia, Norway, Singapore, and Switzerland, 2 each
from Belgium, Netherlands, New Zealand, Spain, Thailand, and Ukraine,
and 1 each from Argentina, Bangkok, Ecuador, Finland, Greece, India, Ire-
land, Israel, Russia, South Africa, Taiwan, Turkey, and Uzbekistan.

A total of 873 papers organized into 108 sessions covered the areas of
interest of all 12 Technical Committees and 1 Technical Group. The Tech-
nical Committee on Biomedical Ultrasound/Bioresponse to Vibration spon-
sored a Topical Meeting on the Physics of Echo Contrast Agents—a format
which was deemed successful as a method to focus attention on a particular
topic. A Distinguished Lecture on ‘‘Ultrasonic Eyeglasses for the Blind’’
was presented by Leslie Kay of New Zealand and two ASA History Lec-
tures were presented—one by Leo Beranek on Noise and another by Peter
Ladefoged on Speech Communication.

A Gallery of Acoustics was displayed with the winning entry submit-
ted by Dr. Michel Versluis. A Student Design Competition involving the
design of a loudspeaker system was held. The winning entry was submitted
by Shawn Devantier and Commendation awards were presented to Ara
Baghdassarian, Geoffrey Christopherson, and David Tremblay.

The meeting also included 14 different meetings dealing with stan-
dards, indicating a healthy level of activity in this area of our endeavors. The
Newport Beach meeting was preceded by a meeting of International Elec-
trotechnical Commission Technical Committee 29 and followed by meet-
ings of the International Organization for Standardization TC 43 and TC 43,
Subcommittee 1. The ASA provides the representation to these standards
committees for the American National Standards Institute.

The local meeting committee arranged the following technical tours: A
tour of the Orange County Performing Arts Center featuring the 3000-seat
Segerstrom Hall; John Wayne Airport Access and Noise Office; and the
Fiske Museum of Musical Instruments.

The tutorial lecture series was continued at the Newport Beach meet-
ing. Julius O. Smith III of the Center for Computer Research in Music,
Stanford University, presented ‘‘Virtual Musical Instruments’’ to an audi-
ence of about 100. The Short Course on Applied Digital Signal Processing,
with James Candy of Lawrence Livermore National Laboratory as the in-
structor, was filled to capacity and will be repeated at the Spring meeting in
Chicago in June 2001.

The equipment exhibit began on Sunday evening with an opening
reception and was open through Tuesday afternoon. It included exhibits on
computer-based instrumentation and software, sound-level meters, sound
intensity systems, signal processing systems, instruments for noise measure-
ment, products and devices for noise and vibration control, and acoustical
materials.

Other special events included a concert performance by the Americus
Brass Band, a visit by the California State University, Long Beach, Mobile
Science Museum, receptions for students in various areas of acoustics, and
an all-student reception. The Fellows Luncheon was held and included a
presentation by Dr. Peter Narins of the University of California, Los Ange-
les.

The plenary session included the presentation of awards, announce-
ment of newly elected Fellows of the Society, and recognition of the meet-
ing organizers. The President presented ASA Science Writing Awards, four
Society awards~see Figs. 1–4! and announced the election of new Fellows
~see Fig. 5!.

The Science Writing Award for Professionals in Acoustics was pre-
sented to William M. Hartmann for his article in the November 1999 issue
of Physics Todaytitled ‘‘How We Localize Sound.’’ The co-winners of the
Science Writing Award in Acoustics for Journalists were announced. Kath-
ryn Brown received the award for her series of articles published inNew

FIG. 1. John V. Bouyoucos, recipient of the Distinguished Service Citation
~r!, with ASA President Katherine Harris~l!.

FIG. 2. Avril Brenig, recipient of the Distinguished Service Citation~r!,
with ASA President Katherine Harris~l!.
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Scientistand Roland Pease and Radek Boschetty received the award for
their audio program ‘‘Soundworks’’ aired by BBC World Radio Service.
The Distinguished Service Citation was presented to two recipients. John
Bouyoucos of Hydroacoustics Inc. received the Citation ‘‘for service, lead-
ership and foresight in promoting innovative programs and sound financial
planning for the Society’s future’’ and Avril Brenig, ASA Standards Man-
ager, received the Citation ‘‘for helping to build the Society’s leading posi-
tion in acoustical standardization.’’ The Pioneers of Underwater Acoustics
Medal was presented to Darrell R. Jackson of the University of Washington
‘‘for work on acoustic time reversal techniques and scattering from the
ocean sea floor and sea surface.’’ The Silver Medal in Physical Acoustics
was presented to Gregory W. Swift of Los Alamos National Laboratory
‘‘for theoretical and experimental contributions to the development of ther-
moacoustic engines.’’

Election of the following persons to Fellow grade was announced: R.
Dean Ayers, Donald Bray, Peter D’Antonio, Laurent J. D. Demany, John
Franks, Oleg A. Godin, Donald E. Hall, Gordon R. Hamilton, Mark A.
Holden, W. Jack Hughes, Dennis F. Jones, Richard H. Love, Hari S. Paul,
Hans C. Strifors, Charles Thompson, Paul L. Thompson, and Ji-Qing Wang.

The President expressed the Society’s thanks to the Local Committee
for the excellent execution of the meeting, which clearly required meticu-
lous planning. She introduced the Chair of the Meeting, Sigfrid Soli, who
acknowledged the contributions of the members of his committee including:
Lynne E. Bernstein, Technical Program Chair; Edward Auer, Audio-Visual;
Laurie Eisenberg, Hotel/Facilities; Monita Chatterjee, Registration; Abeer

Alwan, Signs; David Lubman, Technical Tours; Robert V. Shannon, Plenary
Session/Fellows Luncheon; and Shannon Adams, Accompanying Persons
Program.

The President also extended thanks to the members of the Technical
Program Organizing Committee: Lynne E. Bernstein, Technical Program
Chair; D. Vance Holliday and Duncan McGhee, Acoustical Oceanography;
Ann E. Bowles, Animal Bioacoustics; Angelo J. Campanella and Lily
Wang, Architectural Acoustics; Michael R. Bailey, Biomedical Ultrasound/
Bioresponse to Vibration; Joie P. Jones, Education in Acoustics; R. Lowell
Smith, Engineering Acoustics; R. Dean Ayers, Musical Acoustics; Richard
J. Peppin, Brigitte Schulte-Fortkamp, George C. Maling, Alan H. Marsh,
and John J. Van Houten, Noise and Noise-Con; Robert M. Keolian, Physical
Acoustics; Bruce G. Berg, Psychological and Physiological Acoustics;
James V. Candy and David H. Chambers, Signal Processing in Acoustics;
Jody Kreiman and Dani Byrd, Speech Communication; Courtney B. Bur-
roughs, Structural Acoustics and Vibration; and David R. Dowling and
Kevin B. Smith, Underwater Acoustics.

KATHERINE S. HARRIS
President 2000–2001

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2001
15–17 March Annual Meeting, American Auditory Society, Scotts-

dale, AZ @Wayne J. Staab, Ph.D., American Auditory
Society, 512 E. Canberbury Ln., Phoenix, AZ 85022,
Tel.: 602-789-0755; Fax: 602-942-1486; E-mail:
amaudsoc@aol.com; WWW: www.amauditorysoc.org#.

22–25 March ‘‘New Frontiers in the Amelioration of Hearing Loss,’’
St. Louis, MO@Sarah Uffman, CID Department of Re-
search, 4560 Clayton Ave., St. Louis, MO 63110, Tel.:
314-977-0278; Fax: 314-977-0030; E-mail:
suffman@cid.wustl.edu#.

30 April–3 May 2001 SAE Noise & Vibration Conference & Exposi-
tion, Traverse City, MI@Patti Kreh, SAE Int’l., 755 W.
Big Beaver Rd., Suite 1600, Troy, MI 48084, Tel.: 248-
273-2474; Fax: 248-273-2494; E-mail: pkreh@sae.org#.

4–8 June 141st Meeting of the Acoustical Society of America,
Chicago, IL, Palmer House Hilton Hotel@Acoustical
Society of America, Suite 1NO1, 2 Huntington Quad-
rangle, Melville, NY 11747-4502, Tel.: 516-576-2360;
Fax: 516-576-2377; E-mail: asa@aip.org; WWW:
asa.aip.org#. Deadline for receipt of abstracts has
passed.

FIG. 3. Darrell R. Jackson, recipient of the Pioneers of Underwater Acous-
tics Medal~r!, with ASA President Katherine Harris~l!.

FIG. 4. Gregory W. Swift, recipient of the Silver Medal in Physical Acous-
tics ~l!, with ASA President Katherine Harris~r!.

FIG. 5. Newly-elected Fellows of the Acoustical Society of America receive
their certificates from ASA Vice President Gilles Daigle~far l! and President
Katherine Harris~far r!.
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7–9 June International Hearing Aid Conference VI. Novel Pro-
cessing and Fitting Strategies, Iowa City, IA@Rich
Tyler, Tel.: 319-356-2471, E-mail: rich-
tyler@uiowa.edu, WWW: www.medicine.uiowa.edu/
otolaryngology/news/news#.

9–13 July 2001 SIAM Annual Meeting, San Diego, CA@Society
for Industrial and Applied Mathematics~SIAM!, Tel.:
215-382-9800; Fax: 215-386-7999; E-mail:
meetings@siam.org; WWW: www.siam.org/meetings/
an01/#.

15–19 August ClarinetFest 2001, New Orleans, LA@Dr. Keith Koons,
ICA Research Presentation Committee Chair, Music
Dept., Univ. of Central Florida, P.O. Box 161354, Or-
lando, FL 32816-1354, Tel.: 407-823-5116; E-mail:
kkoons@pegasus.cc.ucf.edu#.

19–24 August Asilomar Conference on Implantable Auditory Prosthe-
ses, Pacific Gove, CA@Michael Dorman, Dept. of
Speech and Hearing Science, Arizona State Univ.,
Tempe, AZ 85287-0102, Tel.: 480-965-3345; Fax: 480-
965-0965; E-mail: mdorman@asu.edu#.

4–6 October Ninth Annual Conference on the Management of the
Tinnitus Patient, Iowa City, IA@Rich Tyler, Tel.: 319-
356-2471; E-mail: rich-tyler@uiowa.edu; WWW:
www.medicine.uiowa.edu/otolaryngology/news/news#.

7–10 October 2001 IEEE International Ultrasonics Symposium Joint
with World Congress on Ultrasonics, Atlanta, GA@W.
O’Brien, Electrical and Computer Engineering, Univ.
of Illinois, 405 N. Mathews, Urbana, IL 61801; Fax:
217-244-0105; WWW: www.ieee-uffc.org/2001#.

3–7 December 142nd Meeting of the Acoustical Society of America,
Ft. Lauderdale, FL@Acoustical Society of America,
Suite 1NO1, 2 Huntington Quadrangle, Melville, NY
11747-4502, Tel.: 516-576-2360; Fax: 516-576-2377;
E-mail: asa@aip.org; WWW: asa.aip.org#.

2002
3–7 June 143rd Meeting of the Acoustical Society of America,

Pittsburgh, PA@Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502, Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

2–6 December Joint Meeting: 144th Meeting of the Acoustical Society
of America, 3rd Iberoamerican Congress of Acoustics
and 9th Mexican Congress on Acoustics, Cancun,
Mexico @Acoustical Society of America, Suite 1NO1, 2
Huntington Quadrangle, Melville, NY 11747-4502,
Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org/cancun.html#.
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Hearing: Its Physiology and Pathophysiology

Aage R. Møller

Academic Press, San Diego, 2000.
xv 1 515 pp. Price: $79.95 (hardcover) ISBN: 0125042558.

In the introduction to this book, Møller states that the book ‘‘... not
only prepares the clinician and the clinical researcher for the challenges of
the modern clinical auditory discipline, but the knowledge it provides about
the pathophysiology of the auditory system is also essential to individuals
engaged in basic research in the auditory field ... . The text thus aims at cross
fertilization between clinicians, clinical researchers, and basic scientists.’’ In
keeping with this goal, the book provides an extensive and comprehensive
overview of the anatomy and physiology of the auditory system and of the
physiological basis of various pathologies of the auditory system.

The book is divided into four main sections, each with its own refer-
ence section. Also, within the text, references are cited using a numbering
system, i.e., the author’s name and the date of the reference are not given. I
found this a little annoying, as I was constantly skipping to the reference
sections to see what piece of work was being cited to support a particular
claim, and this task was made more cumbersome by the existence of four
separate reference sections.

The first section of the book deals with ‘‘The Ear.’’ Within that section
there are chapters on The Anatomy of the Ear, Sound Conduction to the
Cochlea, Physiology of the Cochlea, and Electrical Potentials in the Co-
chlea. The second section of the book is concerned with the ‘‘Auditory
Nervous System.’’ The chapters cover Anatomy of the Auditory Nervous
System, Representation of Frequency in the Auditory System, Is Temporal
Code or Place Code the Basis for Frequency Discrimination?, Coding of
Complex Sounds, Hearing with Two Ears, Electrical Potentials in the Au-
ditory Nervous System and Far-Field Evoked Potentials. Section 3 covers
‘‘Acoustic Reflexes’’ and section 4 covers ‘‘Disorders of the Auditory Sys-
tem and Their Pathophysiology.’’ Chapters include Sound-Conducting Ap-
paratus, Disorders of the Cochlea, Auditory Nerve and Auditory Nervous
System, and Tinnitus, Hyperacusis, and Phonophobia. Each chapter is pre-
ceded by an ‘‘Abstract’’ which lists the key points made in that chapter,
which should be useful for students and researchers alike.

The writing is, for the most part, clear, although sometimes anatomical
terms and names of disorders are used without explanation, which might
lead to difficulties for some readers without a clinical background. Difficult
concepts are explained clearly and there are many helpful diagrams. How-
ever, there are several figures where one of the axes is not labeled, and some
of the figures contain features or information which are not referred to or
explained in the text. One diagram~page 33! has axes that are labeled in a
language other than English~perhaps Swedish?!. There are quite a few
minor grammatical errors, which should have been picked up by the copy
editor. Perhaps most importantly, the facts presented are accurate, and the
interpretations given by Møller are authoritative. In other words, this is a
book whose contents can, by and large, be trusted. There are extensive
references, especially to Møller’s own research, and this makes it easy for
the reader to track down original sources and check the evidence for them-
selves. However, this is much less the case in instances where Møller dis-
cusses psychoacoustic and perceptual results; references to such work are
few and far between, which is a pity.

There were a few places where I found the text confusing or inaccu-
rate. For example, on page 159, there is a figure reproduced from Johnstone
et al. ~1986! showing responses of the basilar membrane of a guinea pig.
The figure appears to show the response magnitude as a function of fre-
quency for four input levels; they axis is labeled ‘‘BM amplitude dB.’’ But,
the figure caption states ‘‘The amplitude scale is normalized, and the indi-
vidual curves would have coincided if the basilar membrane motion had
been linear.’’ This does not seem to be correct, as the response of the basilar
membrane is approximately linear for frequencies well below the character-
istic frequency, and the curves clearly do not coincide at these frequencies.
On page 162, Møller points out that ‘‘... the location on the basilar mem-
brane where the cochlear microphonic response...was largest, shifted more
than 4 mm towards the base of the cochlea when the sound intensity was
increased from 60 to 100 dB.’’ He goes on to state ‘‘This corresponds to a
shift in the frequencies~of several octaves! to which a certain point is
tuned.’’ In fact, a shift of 4 mm corresponds to a shift in frequency of less
than one octave~Greenwood, 1961!.

Møller does not distinguish clearly between frequency selectivity~the
ability to resolve the simultaneous frequency components in a complex
sound! and frequency discrimination~the ability to detect changes in fre-
quency over time!. This is unfortunate, and it leads to confusion at times.
For example, on page 182 he states ‘‘... it is also frequency discrimination
that makes it possible to hear the difference between complex sounds with
different spectra.’’

There is some inconsistency in the numbers he gives regarding the
ability of humans to detect changes in interaural timing. For example, on
page 178 Møller states that 2ms is ‘‘about the same time difference as can
be discriminated in the arrival time of sounds at the two ears.’’ Few re-
searchers have reported thresholds as low as this. On page 194 he states that
‘‘interaural time intervals of approximately 1ms can be detected by the
auditory nervous system.’’ In Chap. 9~page 246!, Møller gives a more
realistic estimate, stating that ‘‘humans can detect interaural time differ-
ences of 5–10ms under ideal conditions.’’

In discussing the work of Sachs and Young~1980! on the coding of
the spectra of vowel-like sounds, Møller ignores the possible role of neurons
with low spontaneous rates~and wide dynamic ranges! ~Liberman, 1978!
and hence concludes ‘‘... the place representation of vowel formants cannot
be regarded as sufficient to discriminate formant frequencies.’’ Later~page
187! he states ‘‘... speech discrimination is more dependent on the time
pattern of sounds than on their spectrum.’’ These conclusions seem a bit too
strong to me.

The section on disorders of the auditory system seems to be written at
a slightly different level from the other sections. There are fewer references,
and the writing is less dense. On the whole, this section is easier to read and
follow than the other sections. However, there are a few poorly explained
points. For example, many audiograms are shown without any statement of
the meanings of the symbols used in the audiograms. Clinicians will be
familiar with the conventional symbols, but some basic researchers may not
be. Loudness recruitment is described~page 397! in these terms: ‘‘A person
with cochlear hearing loss hears a sound that is slightly above the elevated
threshold almost as loud as a person with normal hearing.’’ In fact, for a
person with moderate hearing loss, the loudness often does not reach the
‘‘normal’’ value until the sound is 30 to 50 dB above threshold~Moore and
Glasberg, 1997!, which can hardly be described as ‘‘slightly.’’ On page 413
it is stated that ‘‘... the amplification caused by outer hair cells ... has little
effect for sounds that are more than 50–60 dB above~normal! hearing
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threshold.’’ Many researchers believe that the active mechanism mediated
by the outer hair cells plays a role over a considerably wider range than this
~Ruggeroet al., 1997; Russell and Murugasu, 1997!.

Although I have dwelled on some minor shortcomings of the book,
overall, I regard it as a valuable work, covering a very wide range of mate-
rials in a clear and authoritative way. It will be useful both to clinicians and
basic researchers, and I am glad to have it on my shelves. I have no doubt
that I will refer to it often in the coming years.
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6,069,961

43.38.Hz MICROPHONE SYSTEM

Fumihiko Nakazawa, assignor to Fujitsu Limited
30 May 2000„Class 381Õ92…; filed in Japan 27 November 1996

Although designed for computer voice recognition, the invention
might also be applied to teleconference systems. The goal is to get the
highest possible signal-to-noise ratio from a talker whose location is not
known. Prior art has employed an array of microphones whose outputs are
analyzed in pairs, allowing the direction of the sound source to be accurately
determined. Instead of using this information to select the best microphone
for voice pickup, the invention instead chooses the best pair and then elec-
tronically tilts the pickup pattern as needed.—GLA

6,058,199

43.38.Ja SPEAKER SYSTEM WITH VIBRATION
ISOLATION SPEAKER UNIT MOUNTING
STRUCTURE

Shigetomo Umitsu, Yokohama, Japan
2 May 2000„Class 381Õ395…; filed 23 March 1998

A conventional moving-coil loudspeaker mounted in a lightweight
wood or plastic enclosure can excite panel vibrations by direct, mechanical
coupling. High quality loudspeaker enclosures are made of heavy, well
braced, internally damped panels to minimize resonances, but this is not a

practical option for something like a portable TV set. The inventor’s solu-
tion involves couplings, brackets, bearings, and an inertia block. A locking
retainer~not shown! immobilizes the assembly for shipping.—GLA

6,059,069

43.38.Ja LOUDSPEAKER WAVEGUIDE DESIGN

Charles Emory Hughes II, assignor to Peavey Electronics
Corporation

9 May 2000„Class 181Õ152…; filed 25 August 1999

A major advancement in sound reinforcement and motion picture
sound was the constant-directivity high frequency horn, invented by D. B.
Keele, Jr. more than 20 years ago. Since then, new designs by Keele and
others have been patented every other year or so. This latest entry is essen-
tially a truncated, four-sided pyramid joined to the circular throat of its
driver by a simple transition arc. The patent includes extensive test results
demonstrating that the new design has less distortion than the two ‘‘conven-
tional’’ horns used for comparison.—GLA

6,075,867

43.38.Kb MICROMECHANICAL MICROPHONE

Jesper Bayet al., assignors to Microtronic AÕS
13 June 2000„Class 381Õ191…; filed in Denmark 23 June 1995

Using micromechanics technology, it is possible to automatically fab-
ricate tiny, high quality microphones in large batches. Although these min-
iature microphones would seem ideal for use in hearing aids, they tend to be
overly sensitive to humidity and dirt. This short patent describes a clever
method of encapsulation that does not degrade performance or increase the
size of the assembly.—GLA

6,028,943

43.38.Lc AUDIO AMPLIFIER SYSTEM USING A
CLASS D AMPLIFIER

Koichiro Nagata, assignor to Matsushita Electric Industrial
Company, Limited

22 February 2000„Class 381Õ111…; filed in Japan 30 April 1998

Suppose you try to design a class D stereo amplifier for use in a
television receiver. ‘‘In this case, the fundamental frequency components of
the PWM signal from each of the class D amplifiers not only interfere with
surrounding circuits, they also interfere with each other and become super-
posed as an interference signal on the audio output signal.’’ By properly
choosing separate modulation frequencies for the two amplifiers, the differ-
ence frequency can be placed outside the bandwidth of the loudspeakers
used.—GLA
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6,016,075

43.38.Lc CLASS-D AMPLIFIER INPUT STRUCTURE

David J. Hamo, assignor to Lord Corporation
18 January 2000„Class 330Õ10…; filed 4 June 1997

The patent document includes a good, brief description of class-D
audio amplifiers and explains why prior designs require relatively expensive
discrete components. The invention utilizes a switching power supply PWM

controller integrated circuit, whose nonideal characteristics are then linear-
ized by a control loop. This drives a simplified, single power supply output
stage to further reduce complexity and cost.—GLA

6,064,329

43.38.Lc SYSTEM FOR CREATING AND
AMPLIFYING THREE DIMENSIONAL SOUND
EMPLOYING PHASE DISTRIBUTION AND DUTY
CYCLE MODULATION OF A HIGH
FREQUENCY DIGITAL SIGNAL

Eldon A. Byrd, Winchester, Indiana and Alan J. Kacperski,
Willoughby, Ohio

16 May 2000„Class 341Õ157…; filed 2 July 1997

The invention can be described as a kind of audio hologram process
which converts conventional stereo signals into ‘‘phase distributed monau-
ral.’’ This is done in the digital domain. ‘‘Conventional loudspeakers and
the brain decode the signal to provide audio signals that contain more infor-
mation than simply frequency and amplitude changes as a function of
time.’’ Stripped of five pages of similar verbiage, the circuit is an electronic
processor that attempts to make conventional stereo recordings sound
better.—GLA

6,091,826

43.38.Tj METHOD FOR IMPLEMENTING A SOUND
REPRODUCTION SYSTEM FOR A LARGE
SPACE, AND A SOUND REPRODUCTION SYSTEM

Arvo Olavi Laitinen and Jarkko Tapio Vuori, assignors to Farm
Film Oy

18 July 2000„Class 381Õ82…; filed in Finland 17 March 1995

Consider a large, distributed sound system in an airport or shopping
mall. Such systems are typically divided into multiple zones so that local
announcements can override general paging or background music. It is also
possible to sense background noise in each zone and control the local level
accordingly. Individual loudspeakers can even be checked automatically,
and malfunctioning units identified at the central control location. The in-
ventors have incorporated all of these features and more in a sophisticated,
computerized, wireless network.—GLA

5,987,142

43.38.Vk SYSTEM OF SOUND SPATIALIZATION
AND METHOD PERSONALIZATION FOR
THE IMPLEMENTATION THEREOF

Maite Corneau et al., assignors to Sextant Avionique
16 November 1999„Class 381Õ17…; filed in France 13 February

1996

The popularity of computer games has spurred commercial develop-
ment of virtual reality systems, which usually incorporate a headphone-
transmitted sound field that tracks the head movements of the user. This
patent, however, is concerned mainly with military applications in which
several streams of information plus various alarm signals are individually
located in virtual space. The invention includes a method of improving
localization by matching left and right transfer functions to the particular
user.—GLA

6,067,360

43.38.Vk APPARATUS FOR LOCALIZING A SOUND
IMAGE AND A METHOD FOR LOCALIZING
THE SAME

Joji Kasai et al., assignors to Onkyo Corporation
23 May 2000„Class 381Õ1…; filed in Japan 18 November 1997

The invention is one of many signal processing circuits intended to
generate a spacious subjective sound field from a pair of closely spaced
loudspeakers. In this case, the goal is not only to create virtual left and right

surround sources but also to increase the apparent width of the front stereo
image.—GLA

6,072,879

43.38.Vk SOUND FIELD CONTROL UNIT AND
SOUND FIELD CONTROL DEVICE

Kunihiro Ouchi et al., assignors to Yamaha Corporation
6 June 2000„Class 381Õ61…; filed in Japan 17 June 1996

The patent describes an elaborate method for enhancing the acoustical
sound field in a performance space. Multiple loudspeaker/microphone as-
semblies are interconnected. Signals from individual sensing microphones
are sampled sequentially rather than mixed, thus minimizing coloration and
the onset of howling. Initial setup is automatic, establishing a stable, flat
reference function which can then be modified by the user.—GLA
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6,079,516

43.50.Gf AUTO-MATIC BACK PRESSURE RELIEF
MUFFLER

James E. Pearson, Westchester, California
27 June 2000„Class 181Õ254…; filed 2 March 1998

A muffler for an internal combustion engine is described which con-
sists of multiple chambers2, 3, 4, and6. Under light engine load conditions

flapper valve8 is closed. Under high load conditions, the valve is opened,
thus reducing back pressure and improving engine performance.—KPS

6,082,104

43.50.Gf STAINLESS DOUBLE TUBE EXHAUST
MANIFOLD

Tetsuya Hyakutake et al., assignors to Nippon Soken,
Incorporated; Toyota Jidosha Kabushiki Kaisha

4 July 2000„Class 60Õ323…; filed in Japan 8 August 1997

A stainless steel exhaust manifold for an internal combustion engine
consists of inner~5! and outer~3! tubes. The inner tube is designed to have
low thermal mass to aid in the rapid warming of the catalytic converter. The
flat surfaces,14 and15, of the inner tube are easily vibrated by the exhaust
gas flow, resulting in high-frequency noise. Various methods are described

to reduce this vibration and noise. Cover tubes,16, having high rigidity,
reduce excitation of the surfaces14 and15. Other methods require the use
of perforations in14 and15, and also include the deployment of acoustical
treatment between the inner and outer tubes.—KPS

6,082,487

43.50.Gf MUFFLERS FOR USE WITH ENGINE
RETARDERS; AND METHODS

Theodore G. Angelo et al., assignors to Donaldson Company,
Incorporated

4 July 2000„Class 181Õ256…; filed 13 February 1998

Numerous designs of mufflers intended to suppress noise from engine
compression braking systems found on heavy trucks are described. The
various designs have combinations of reactive, resistive, and dissipative
elements. Extensive geometrical details are provided, along with acoustical
performance data for a range of specific engines.—KPS

6,082,488

43.50.Gf MUFFLER FOR VEHICLES

Min-Chyr Lin, Chia Yi Hsien, Taiwan
4 July 2000„Class 181Õ256…; filed 22 September 1999

The muffler described in this patent consists of three concentric tubes,
the inner two of which are perforated. Glass fiber material is placed in the
two annular cavities. Supports31 at both ends of the muffler are also per-

forated, and include elements to guide the exhaust gas flow into both the
primary ~inner! and secondary exhaust passages.—KPS

6,098,745

43.50.Gf DOME MUFFLER

Jonathan Zalben, Port Washington, New York
8 August 2000„Class 181Õ282…; filed 19 February 1999

A dome shaped muffler is described in which engine exhaust gases
enter at the base and encounter parabolic reflectors,J„X…, K „X…, andF„X…,
presumably intended to reflect sound back toward the source. The exhaust
gases flow from the inner chamber formed byH„X… to the outer chamber

formed byF„X… via the arches indicated in Fig. 3. Some or all of the hatched
region in Fig. 2 contains a vacuum, also intended to enhance the acoustic
performance of the muffler, although the responsible physical mechanism is
unclear.—KPS
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6,118,878

43.50.Ki VARIABLE GAIN ACTIVE NOISE
CANCELING SYSTEM WITH IMPROVED RESIDUAL
NOISE SENSING

Owen Jones, assignor to Noise Cancellation Technologies,
Incorporated

12 September 2000„Class 381Õ72…; filed 23 June 1993

This patent describes an active noise cancellation headset for use in
canceling extraneous noise. Several aspects of the invention are cited that
result in the following headset features: less susceptible to instability, con-
serves power, extends battery life, and operates as a feedback system. These
benefits are achieved by a combination of mechanical design~i.e., micro-
phone placement and the location of perforation holes! and control circuitry.
The latter includes many features designed to detect the onset of instability
and reduce feedback-loop gain accordingly.—RBC

6,122,383

43.50.Ki DEVICE FOR REDUCING NOISE

Wolfgang zum Berge, assignor to Sennheiser electronic KG
19 September 2000„Class 381Õ71.6…; filed in Germany 7 April 1995

An active headphone is described that is comprised of a microphone,
loudspeaker, and feedback control circuitry to reduce extraneous noise en-
tering the ear. The microphone is located within a ‘‘balancing element’’ that
reportedly reduces the differences in the transfer functions from the loud-
speaker to the microphone from one ear to another. This, in turn, makes the
fixed control circuitry more robust. The device does not enclose the ear, but
rather rests on the ear. This results in smaller size and weight as compared
to conventional headphones.—RBC

6,097,285

43.50.Lj AUTOMOTIVE AUDITORY FEEDBACK OF
CHANGING CONDITIONS OUTSIDE THE
VEHICLE CABIN

Steven D. Curtin, assignor to Lucent Technologies Incorporated
1 August 2000„Class 340Õ436…; filed 26 March 1999

A system to alert the driver of a vehicle to the presence of nearby
objects is described in which sensors on the exterior of the vehicle are
positioned to detect objects in one or more zones. Such zones include ‘‘blind
spots’’ on both the left and right sides, as well as behind the vehicle. One or
more loudspeakers within the vehicle provide audible signals which indicate
the presence of an object and also the zone in which it was detected. For
example, a sound generated by a loudspeaker behind and to the left of the
driver would indicate the presence of an object in that vicinity. An alterna-
tive approach is the use of signals having frequency or temporal character-
istics unique to each zone, including the spoken word~e.g., ‘‘caution, rear
left’’ !.—KPS

6,102,465

43.50.Lj NOISE INSULATING STRUCTURE FOR
AUTOMOTIVE VEHICLE PASSENGER
COMPARTMENT

Kouichi Nemoto et al., assignors to Nissan Motor Company,
Limited

15 August 2000„Class 296Õ39.3…; filed in Japan 16 October 1997

A method to control interior automobile noise consists of deployment
of sound absorbing materials on the floor, dashboard, and headliner.
Multilayer treatments are designed so that the floor controls low frequencies
~0.1–1 kHz!, the dashboard the mid-frequencies~0.3–2 kHz!, and the head-
liner the high frequencies~0.8–10 kHz!. Each multilayer treatment contains

a layer of sound absorbing material formed of an unshaped polyester fiber
mixture composed of polyester~main! fibers and binder fibers, also polyes-
ter. Numerous examples are provided in which acoustic performance is de-
termined for a range of treatment characteristics, including surface density,
fiber diameter, volume occupied, etc. Acoustic treatment suitable for instal-
lation in seat backs, headrests, and other surfaces is also described.—KPS

6,105,443

43.55.Ev DUMMY SOUND ABSORBER
REPRESENTING A SEATED HUMAN FOR
MEASURING SOUND ABSORPTION POWER OF A
THEATER CHAIR

Takeshi Sakai and Kawakami Fukushi, assignors to Yamaha
Corporation

22 August 2000„Class 73Õ865.6…; filed in Japan 1 October 1992

A dummy is provided in order to permit measurement of the absorp-
tion characteristics of a theater chair when its upholstery is compressed and
partly covered as it would be if a person were seated. The dummy is covered
with an acoustic absorption material to simulate the acoustical absorption of
a person’s clothing and is provided with weights or strapped to the chair seat
and back, so that it compresses the upholstery properly. The patent also
discusses absorption measurements on a number of chairs in a reverberation
chamber.—EEU

6,115,478

43.66.Ts APPARATUS FOR AND METHOD OF
PROGRAMMING A DIGITAL HEARING AID

Anthony Todd Schneider, assignor to dspfactory Limited
5 September 2000„Class 381Õ314…; filed 16 April 1998

A method to program a multi-channel digital hearing aid using audio
signals is described. Programming data are distinguished from the desired
signals normally processed by a hearing aid by utilizing computer modern
modulation methods or by providing the programing signals in alternate
frequency bands and no programing signals between the frequency bands of
the digital filter.—DAP

6,118,877

43.66.Ts HEARING AID WITH IN SITU TESTING
CAPABILITY

Eric Lindemann and John L. Melanson, assignors to AudioLogic,
Incorporated

12 September 2000„Class 381Õ60…; filed 12 October 1995

Real world signals are received through an input port or are digitized
and stored in the internal memory of a digital hearing aid for assessing
hearing aid performance under simulated listening conditions. A tone/noise
generator is also provided either by the digital signal processor of the hear-
ing aid or externally for performingin situ diagnostic tests using the hearing
aid receiver. Use of probe microphones normally required for determining
the insertion gain frequency response provided by a hearing aid is said to be
eliminated by measuring functional gain~by adjusting the amplitudes of the
hearing aid receiver test signal in the frequency bands until they are just
barely audible!.—DAP
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6,123,677

43.66.Yw OBTAINING DATA ON HEARING
CAPACITY

Juergen Heitmann and Bernd Waldmann, assignors to Juergen
Heitmann; Bernd Waldmann; Peter K. Plinkert; Hans-Ulrich
Schnitzler; Hans-Peter Zenner

26 September 2000„Class 600Õ559…; filed in Germany 29 Decem-
ber 1995

Improved correlation of the 2f 1- f 2 distortion product otoacoustic
emission to conventionally measured hearing thresholds is said to be
achieved by adding a third stimulus or suppressor tone at a frequencyf 3 as
near as possible to the frequency of the distortion product. Preferably, to

achieve good suppression,f 3 is presented just above the frequency of the
distortion product and at the same level as the second primary tone at fre-
quencyf 2 .—DAP

6,085,157

43.72.Ar REPRODUCING VELOCITY CONVERTING
APPARATUS WITH DIFFERENT SPEECH
VELOCITY BETWEEN VOICED SOUND AND
UNVOICED SOUND

Hiroaki Takeda, assignor to Matsushita Electric Industrial
Company, Limited

4 July 2000„Class 704Õ208…; filed in Japan 19 January 1996

The word ‘‘velocity’’ in this patent refers to the speaking rate. The
system is a speech rate converter which treats voiced and unvoiced portions
of the signal differently so as to minimize distortion. In this case, as seen in
the figure, unvoiced refers to the closed glottis portion of the voicing wave-

form. By treating the open and closed glottal portions separately, it becomes
a fairly simple matter to adjust vowel durations with minimal impact on the
vowel spectral quality.—DLR

6,088,670

43.72.Ar VOICE DETECTOR

Masashi Takada, assignor to Oki Electric Industry Company,
Limited

11 July 2000„Class 704Õ233…; filed in Japan 30 April 1997

This patent describes a well-known voice detection method which has
been patented and repatented many times over. The absolute value of the
difference between a long-term energy average and a short-term energy
average is smoothed and compared to a threshold. Different threshold values
distinguish between onset and offset of the voice signal.—DLR

6,092,040

43.72.Ar AUDIO SIGNAL TIME OFFSET
ESTIMATION ALGORITHM AND MEASURING
NORMALIZING BLOCK ALGORITHMS FOR THE
PERCEPTUALLY-CONSISTENT COMPARISON
OF SPEECH SIGNALS

Stephen Voran, Boulder, Colorado
18 July 2000„Class 704Õ228…; filed 22 September 1997

A speech transmission channel may distort the speech signal in some
ways which are readily perceivable, such as severe spectral alterations or
nonuniform time delays, and in other ways which are not readily perceiv-
able, such as minor, smooth spectral alterations or uniform time delays. The
patented device is a transmission channel tester which processes both the
original and the transmitted signals, normalizing both in ways which are not
perceptually important, but leaving those discrepancies which would be per-
ceptually detectable.—DLR
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6,081,780

43.72.Ja TTS AND PROSODY BASED AUTHORING
SYSTEM

Leon Lumelsky, assignor to International Business Machines
Corporation

27 June 2000„Class 704Õ260…; filed 28 April 1998

This patent describes an authoring system used to prepare audio ma-
terial for any of several wireless systems, such as cell phones, digital radio,
and personal communication devices. Generally, such systems have very
limited spare bandwidth available, usually less than required for high-
quality compressed speech. With this authoring system, the service provider
may prepare materials by having a person read from text. The text is also
available to the system, which performs both recognition and text-to-speech
and compares the results. The material is then compressed into a very com-
pact form based on the phonetic structure and prosodic information. The
final form is thus suitable for use in the wireless network.—DLR

6,081,781

43.72.Ja METHOD AND APPARATUS FOR SPEECH
SYNTHESIS AND PROGRAM RECORDED
MEDIUM

Kimihito Tanaka and Masanobu Abe, assignors to Nippon
Telegraph and Telephone Corporation

27 June 2000„Class 704Õ268…; filed in Japan 11 September 1996

The patent describes a method of synthesizing speech based on the
concatenation of prerecorded segments. In order to prevent distortions
which occur when there is a large discrepancy between the pitch of the
recorded segment and the desired synthetic pitch, this system provides mul-
tiple segments of each spectral type having low, medium, and high pitch

ranges. From these segments, a fuzzy vector quantization codebook is pre-
pared for each pitch range. During synthesis, a code mapping is performed
to locate the codebook with the pitch range closest to the desired synthesis
pitch. This allows resynthesis with a minimum of spectral distortion.—DLR

6,088,673

43.72.Ja TEXT-TO-SPEECH CONVERSION SYSTEM
FOR INTERLOCKING WITH MULTIMEDIA AND
A METHOD FOR ORGANIZING INPUT DATA OF THE
SAME

Jung Chul Lee et al., assignors to Electronics and
Telecommunications Research Institute

11 July 2000 „Class 704Õ260…; filed in Republic of Korea 8 May
1997

This patent describes a system for text-to-speech~TTS! synthesis in
the context of multimedia presentions where the resulting speech should be
synchronized in various ways with actions occurring in video or other chan-
nels. This would be accomplished by adding control information to the
video and other channels. The controls would consist of flags or markers
representing lip actions and any physical activity which should be reflected
by stress changes in the speech. The TTS system would then interpret these
flags and adjust the speech prosodic output accordingly. During operation,
the end user can change certain items, such as the speaker’s gender. Proce-
dures are described for processing input speech to generate the needed con-
trol streams.—DLR

6,088,674

43.72.Ja SYNTHESIZING A VOICE BY DEVELOPING
METER PATTERNS IN THE DIRECTION OF A
TIME AXIS ACCORDING TO VELOCITY AND PITCH
OF A VOICE

Nobuhide Yamazaki, assignor to Justsystem Corporation
11 July 2000„Class 704Õ266…; filed in Japan 4 December 1996

This voice processing workstation would allow the operator to edit
voice control parameters to improve the output voice quality. It is not en-
tirely clear whether the original parameter data would come from analysis or
from a text-to-speech synthesizer. The emphasis is on prosodic controls,

such as timing and pitch, which may be specified in terms of a particular
metric pattern. It is said that the resynthesized speech output may be given
different speaker characteristics from the original, although there is no dis-
cussion of how the formant structure should be adjusted.—DLR

6,089,942

43.72.Ja INTERACTIVE TOYS

Albert W. T. Chan, assignor to Thinking Technology,
Incorporated

18 July 2000„Class 446Õ175…; filed 9 April 1998

This toy doll or animal is provided with a speech synthesizer and an
infrared interface designed to interact with a similar infrared device in a
second toy. The two toys can then carry on a simulated conversation in
which the real transmission occurs via infrared, but an accompanying voice
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output makes the two toys appear to be interacting by verbal conversation.
Each toy has a microphone which allows it to coordinate its verbal output in
response to external sounds in addition to those of the other toy.—DLR

6,094,633

43.72.Ja GRAPHEME-TO-PHONEME MODULE FOR
SYNTHESIZING SPEECH ALTERNATELY
USING PAIRS OF FOUR RELATED DATA BASES

Margaret Gaved and James Hawkey, assignors to British
Telecommunications public limited company

25 July 2000„Class 704Õ260…; filed in European Patent Office 26
March 1993

This text-to-speech synthesizer performs a detailed syllable analysis of
the entered text words, extracting the initial consonant~onset! and trailing
vowel/consonant~rime! patterns from each syllable. Of particular interest is
a process for breaking down within-word consonant clusters into a rime
portion assigned to the preceding syllable and an onset portion assigned to
the following syllable. A number of English-language examples are given
which demonstrate the difficulty of this task.—DLR

6,091,813

43.72.Kb ACOUSTIC ECHO CANCELLER

Thomas Harley and Stephen Leese, assignors to Noise
Cancellation Technologies, Incorporated

18 July 2000„Class 379Õ406…; filed 23 June 1998

The echo cancelling method described in this patent works in the re-
verse of the typical cancellation technique. Instead of subtracting an esti-
mated echo contribution from the received line signal, that estimate is sub-
tracted from the microphone signal before transmission on the outgoing line.

The actual estimation uses a constrained, orthogonalized, frequency domain,
least squares adaptive filter, more or less typical for this sort of
application.—DLR

6,078,883

43.72.Ne METHOD FOR TRAINING A SPEECH
RECOGNITION SYSTEM AND AN APPARATUS FOR
PRACTISING THE METHOD, IN PARTICULAR,
A PORTABLE TELEPHONE APPARATUS

Benoit Guilhaumon and Gilles Miet, assignors to U.S. Philips
Corporation

20 June 2000„Class 704Õ236…; filed in European Patent Office 24
December 1996

A procedure is described for training new vocabulary items for a
small-vocabulary, template-matching recognizer, such as might be used in a
cell phone. When a new item is received, a normal recognition pass is
performed to determine whether the score for the new item is sufficiently
different from the closest existing item. If the scores are too similar, the user
is asked whether the old item should be replaced by the new one.—DLR

6,078,885

43.72.Ne VERBAL, FULLY AUTOMATIC
DICTIONARY UPDATES BY END-USERS OF
SPEECH SYNTHESIS AND RECOGNITION
SYSTEMS

Mark C. Beutnagel, assignor to AT&T Corporation
20 June 2000„Class 704Õ258…; filed 8 May 1998

This phonetic-based speech recognizer provides a way for the user or
a system maintainer to update the dictionary with new phonetic spellings for
old or new items based on the pronounciation of the item as processed by
the recognition system. The user types in the word to be added or changed
and also speaks that word into the recognizer. Using a combination of text-
to-phoneme conversion and phoneme extraction from the recognizer, the
system generates a new phonetic spelling for the item and updates the dic-
tionary accordingly.—DLR
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6,078,887

43.72.Ne SPEECH RECOGNITION SYSTEM FOR
NUMERIC CHARACTERS

Stephan Gammet al., assignors to U.S. Philips Corporation
20 June 2000„Class 704Õ275…; filed in Germany 11 March 1997

This is a strategy for correcting recognition errors in a spoken number
sequence during the use of a small-vocabulary recognizer, such as could be
included in a remote control device. The vocabulary includes only the digits
and a small number of control words, such as ‘‘yes’’ and ‘‘no.’’ After the
initial entry, the system repeats the sequence as recognized, asking for con-
firmation of correctness. If wrong, the user re-enters a portion of the se-
quence. The recognizer then aligns the old and new sequences to locate the
repeated item or items. A scheme for stress labeling of the digits seems
mechanical and likely of little help in the process.—DLR

6,081,779

43.72.Ne LANGUAGE MODEL ADAPTATION FOR
AUTOMATIC SPEECH RECOGNITION

Stefan Besling and Hans-Gunter Meier, assignors to U.S. Philips
Corporation

27 June 2000„Class 704Õ257…; filed in Germany 28 February 1997

This patent presents a method for updating the language model of a
large-vocabulary recognizer. In this case, the language model values repre-
sent the long-term frequency of occurrence of the word according to a
method known as the CACHE method described in a referenced publication.

When a word is used during recognizer operation, the occurrence probability
values are updated as shown in the figure, scaling all values to maintain an
overall probability of one.—DLR

6,081,782

43.72.Ne VOICE COMMAND CONTROL AND
VERIFICATION SYSTEM

Michael D. Rabin, assignor to Lucent Technologies Incorporated
27 June 2000„Class 704Õ275…; filed 29 December 1993

This voice interface system allows the user to enter a short voice
command, such as a phone dialing instruction or an ATM operation, and
then uses the same voice data to identify and verify the user’s identity as
well as decoding and executing the command. In general terms, the strategy
used by the system is to successively decode different aspects of the signal
and at each step, as the system learns more about the signal, it switches to a
different model for more specific comparison information. This method pro-
vides a more accurate final result for both the command and the user
identity.—DLR

6,085,160

43.72.Ne LANGUAGE INDEPENDENT SPEECH
RECOGNITION

Bart D’hoore and Dirk Van Compernolle, assignors to Lernout &
Hauspie Speech Products N.V.

4 July 2000„Class 704Õ256…; filed 10 July 1998

This multilanguage speech recognizer is arranged so as to save
memory costs by selecting phoneme models from a large set of such models,
using just those phoneme models needed for each language. The irony is
that the very novelty upon which the patent is based could be the primary
factor that would cause the system to perform poorly. It is well known that

even similar phonemes are not quite the same when they are used in differ-
ent languages. This system gives up the opportunity to capture any such
differences, or at least, would do so by using the extra memory it was said
to save.—DLR

6,088,669

43.72.Ne SPEECH RECOGNITION WITH
ATTEMPTED SPEAKER RECOGNITION FOR
SPEAKER MODEL PREFETCHING OR
ALTERNATIVE SPEECH MODELING

Stephane Herman Maes, assignor to International Business
Machines Corporation

11 July 2000„Class 704Õ231…; filed 2 February 1996

This system attempts to perform simultaneous speech and speaker rec-
ognition upon the input of a speech utterance. The preferred method of
speaker recognition, based on mel cepstral, delta, and delta–delta coeffi-
cients, is performed first. If an enrolled speaker is recognized, then speaker-
specific models and vocabulary are loaded for use by the speech recognizer.
If no enrolled speaker fits the input data, then a speaker-independent model
is loaded.—DLR

6,088,671

43.72.Ne CONTINUOUS SPEECH RECOGNITION
OF TEXT AND COMMANDS

Joel M. Gould and Jonathan H. Young, assignors to Dragon
Systems

11 July 2000„Class 704Õ235…; filed 13 November 1995

This dictation recognizer system allows dictated text and editor voice
commands to be interspersed during dictation. Single-mode operation may
be selected, forcing the processing of subsequent inputs as one or the other
entry category. Various ‘‘tricks’’ are used to help discriminate the catego-
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ries. For example, an editing command should be surrounded by brief
pauses. All commands are assumed to begin with action verbs, while dic-
tated text normally begins with a vowel. Let us hope you do not inadvert-
ently pause in mid-sentence.—DLR

6,088,672

43.72.Ne VOICE RECOGNITION SYSTEM CAPABLE
OF SORTING PROSPECTIVE RECOGNITION
RESULTS OBTAINED FOR A VOICE IN OPTIMIZED
ORDER BY A LANGUAGE PROCESSING

Kiyokazu Miki, assignor to NEC Corporation
11 July 2000„Class 704Õ246…; filed in Japan 8 August 1997

This Japanese-language speech recognition system does template
matching, using dynamic programing techniques to compare the input with
reference items representing multiple words and multiple speakers’ voices.
Recognized results are placed into some sort of lattice storage, which ap-
pears to be a system for computing syntactic constraints for each recognized
item.—DLR

6,092,039

43.72.Ne SYMBIOTIC AUTOMATIC SPEECH
RECOGNITION AND VOCODER

Arthur Richard Zingher, assignor to International Business
Machines Corporation

18 July 2000„Class 704Õ221…; filed 31 October 1997

The speech encoding system described here produces a coded form of
the speech suitable for simultaneous decoding back to speech and recogni-
tion to text. The feature vectors consist of mel cepstral coefficients with
delta and delta–delta differences. The encoded speech may be stored in a
computer or transmitted via a channel to the receiver. The receiver includes
both types of decoding equipment, along with output devices such as loud-
speaker and text display.—DLR

6,092,042

43.72.Ne SPEECH RECOGNITION METHOD AND
APPARATUS

Kenichi Iso, assignor to NEC Corporation
18 July 2000„Class 704Õ240…; filed in Japan 31 March 1997

Language problems in the patent text make the exact nature somewhat
unclear, but this seems to be a method of replacing triphone probability
tables with tables representing single transitions of both feature vectors and
phoneme state models. Speaker cluster information is also included in the
model, resulting in something described as a single, ergodic hidden Markov
model.—DLR

6,092,043

43.72.Ne APPARATUS AND METHOD FOR
TRAINING AND OPERATING SPEECH
RECOGNITION SYSTEMS

Steven D. Squires et al., assignors to Dragon Systems,
Incorporated

18 July 2000„Class 704Õ251…; filed 13 November 1992

The patent describes and presents solutions for a number of issues
which arise in a voice interface for control of a personal computer, particu-
larly when used for text entry and editing by dictation. There are several
methods to simplify the correction of recognition errors. The recognizer
adapts by detecting what peripheral resources are available on the machine,
what other programs are currently running, and the current location of the
graphical focus. Word models are provided for standard speech and spelled
words and in several customized forms.—DLR

6,092,044

43.72.Ne PRONUNCIATION GENERATION IN
SPEECH RECOGNITION

James K. Bakeret al., assignors to Dragon Systems, Incorporated
18 July 2000„Class 704Õ254…; filed 28 March 1997

A method is presented for adding words to the phonetic dictionary of
a large-vocabulary speech recognizer. The new word is entered on the key-
board and spoken into the microphone. The spelling is used to generate
multiple phonetic forms, represented either as letter-string maps or as a

graph of letter patterns. The recognition results are used to search the set of
possible phonetic forms. The best match is then inserted into the
dictionary.—DLR
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6,092,045

43.72.Ne METHOD AND APPARATUS FOR
SPEECH RECOGNITION

Peter R. Stubleyet al., assignors to Nortel Networks Corporation
18 July 2000„Class 704Õ254…; filed in Canada 19 September 1997

The scheme patented here appears to be a revival of an old and well-
known method of word recognition which might be called divide and con-
quer. The reference word models are divided into subgroups, based on the
detection of common elements within a subgroup. New input feature vectors
are tested first against the subgroup models, which result in the selection of
the most appropriate detailed models for further classification.—DLR

6,094,632

43.72.Pf SPEAKER RECOGNITION DEVICE

Hiroaki Hattori, assignor to NEC Corporation
25 July 2000„Class 704Õ239…; filed in Japan 29 January 1997

This device for speaker recognition and verification performs both
speech recognition on a prompted phrase and template comparison of a
password phrase. In use, the candidate speaker speaks three items, an ID
phrase, a short prompted phrase, and a password phrase. Speaker indepen-
dent recognition is performed on the ID and the password. If the results of
these are consistent, then a speaker verification match is performed on all
three phrases.—DLR
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Wave localization on a submerged cylindrical shell
with rib aperiodicity

Martin H. Marcus, Brian H. Houston, and Douglas M. Photiadis
Naval Research Laboratory, Washington, D.C. 20375-5320

~Received 23 June 2000; revised 30 October 2000; accepted 31 October 2000!

The results of a numerical study of vibration localization due to stiffener variability in a framed shell
are reported. An axisymmetric finite element~FE!–infinite element model is used to obtain
predictions in good general agreement with previously reported experimental results. Over the
frequency band of this study, up to three times the ring frequency, two structural resonances
dominate the vibratory response of the shell for high circumferential orders (n.10). Localization
is shown to be linked to the sensitivity of the local resonance frequencies of the system to specific
geometrical parameters. Specifically, rib thickness variations strongly affect the first pass band,
while rib spacing variations strongly affect the second pass band.@DOI: 10.1121/1.1336500#

PACS numbers: 43.20.Ks, 43.40.Dx, 43.40.Ey, 43.40.Rj@CBB#

I. INTRODUCTION

Understanding the structural acoustics of stiffened shells
is central to advancing the acoustic design of many aero-
space and marine vehicles. Recent experimental and theoret-
ical results1–5 have extended our understanding of the mid-
frequency behavior of these systems considerably, advancing
our understanding of the resonances of the framed-shell sys-
tem and the role of irregularity in generating spatially local-
ized modes. Thus far, however, direct numerical simulations
have been only sparingly employed by researchers. Employ-
ing current state-of-the-art finite-element~FE! tools, we have
investigated the modes found to be most affected by irregu-
larity in the recent measurements. We have examined the
nature of the shell/frame motion in the resonance bands and
the dependence of the localization phenomena on different
types of irregularity, aspects which are difficult to investigate
without using numerical simulations.

Hodges6 was among the first to realize that the localiza-
tion phenomena investigated in the context of electronic
transport in impure crystals7 might also occur in macroscopic
plate and shell structures. He investigated one-dimensional
systems and demonstrated the significant effects which can
arise due to irregularity. Photiadis showed that such phenom-
ena can persist in the presence of fluid loading on plate
structures8 and further predicted that localization phenomena
would become much stronger on generic framed shell struc-
tures, particularly for the higher order azimuthal modes.9 Re-
cent measurements3 have borne out the qualitative aspects of
these predictions, but quantitative agreement between the
measurements and a first principles theory requires more ac-
curate modeling of the frames than was used in Ref. 9.

Predicting Anderson localization phenomena from first
principles requires accurate modeling of the resonance band-
widths of the system7,10 or, in terms of the basic vibration
properties of the system, the bay to bay coupling of vibra-
tional energy.3 The modeling must also correctly capture the
sensitivity of the resonance frequencies to variations in sys-
tem parameters, the other ingredient required to compute lo-
calization lengths. Finite-element modeling enables us to do

a fairly good job in both areas, and hence to correctly predict
localization phenomena in framed-shell structures.

In Sec. II, the finite-element modeling is described along
with the specific geometry we have investigated. We provide
some comparisons to the previously reported experimental
data, and we find reasonably good agreement for both the
band structure and the wave number-frequency response of
the system to a localized force. Encouraged by this agree-
ment, we explore the effects of various kinds of geometrical
irregularity in Sec. III. We find there that different types of
irregularity produce localization in different resonance
bands. General theoretical principles regarding localization
phenomena3 then imply that the different bands have a dif-
ferent sensitivity to the various geometrical parameters. In
Sec. IV, the resonance bands are investigated in some detail
and it is indeed found that the nature of the motions is quite
different, and hence sensitive to different aspects of the input
parameters. Finally, in Sec. V, we summarize our principal
results.

II. FINITE-ELEMENT RIBBED SHELL ANALYSIS

The structure is shown in Fig. 1. It is a cylindrical shell
made of nickel with 80 straight frames and a cone-sphere
endcap. The load is applied at a point halfway between
frames 38 and 39 and at 295 evenly spaced frequencies from
122 Hz to 36 kHz. The finite-element program sara2d~Ref.

FIG. 1. Framed shell cross-section.
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11! may be used because the shell is axisymmetric, while the
nonaxisymmetric load is Fourier analyzed into circumferen-
tial modes zero through 30. Consequently, 31 finite-element
computations are performed. The shell has six quadratic el-
ements per frame spacing, as well as four elements per
frame, to make a total of 914 elements. Including the five
layers of quadratic fluid elements, one of which is infinite,
the computer model has 3884 elements. The entire model has
10 739 nodes, including 1829 structural nodes. The compu-
tations require 6.4 s for one frequency and circumferential
mode on a Silicon Graphics power challenge computer. In
this section of this paper, the structure has 80 identical
frames with the geometry of the shell used in the
measurements;3 the frame spacing has a pseudo-random
variation of 1.64 percent from the mean frame spacing.

Numerical results for the surface normal velocities are
plotted versus frequency and position along the cylindrical
length for circumferential mode 7 in Fig. 2~a!. The first two
pass bands, horizontal stripes at about 9 kHz and 13 kHz, are
associated with significant frame motion, an aspect we will
investigate in more detail in Sec. IV. The third, much

broader, stripe is associated with flexural shell motion scat-
tered by the frames.12–14In this case, the frames play more of
a passive role as scatterers of flexural shell vibration. The
corresponding experimental results3 shown in Fig. 2~b! pro-
vide qualitative verification of the above results. The same
three horizontal stripes appear, albeit at a slightly lower
level. The other low order circumferential modes show simi-
lar agreement, but mode 7 was selected for display, because
at mode 7 all of the interesting phenomena are inside the
frequency range of the experimental database.

The wave number space response is shown for then
57 mode in Fig. 3. The first pass band is seen as a thin
horizontal stripe nearly independent of wave number, indica-
tive of single bay frame resonances weakly coupled by the
shell. The second pass band has more dispersion, indicating
that flexural shell motion is a more important component of
the resonant motion. The third pass band’s dispersion curves
follow those for an unribbed shell, except in the vicinity of
the stop bands. In all of the curves, the apparent aliasing of
the dispersion curves by 2p/a ~a is the frame spacing! is

FIG. 2. Circumferential mode seven component of the surface normal ve-
locity of the framed shell from a point load. Colors refer to the dB levelre:
one meter per second for a one Newton load.~a! Calculation.~b! Data.

FIG. 3. Circumferential mode seven component in wave number space for
the surface normal velocity of the framed shell from a point load. Colors
refer to the dB levelre: one meter per second for a one Newton load.~a!
Calculation.~b! Data.
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Brillouin zone folding of the outer branch, resulting from
scattering from the nearly periodic array of ribs. Comparing
the numerical and experimental results, Figs. 3~a! and~b!, it
is clear that the finite-element calculations are capturing the
band structure fairly well, a critical ingredient for predicting
localization phenomena correctly.

Figure 4 shows the surface normal velocities for a typi-
cal largen mode, circumferential mode 20. The numerical
results, Fig. 4~a!, show two resonance bands in correspon-
dence to the first two pass bands of Fig. 2~a!. Figure 4~b!
shows the experimental results for mode 20. The numerical
results are again in qualitative agreement with the data, par-
ticularly with regard to the dominant higher frequency reso-
nance band. Note the clear spatial localization of the re-
sponse of then520 mode~Fig. 4! as opposed to then57
mode~Fig. 2!. This general behavior is in accord with theo-
retical predictions based on Anderson localization.9

Observe that the lower frequency resonance band in the
experimental data for then520 mode is suppressed relative
to the numerical results, spatially as well as in level. This
suggests that additional features of the model beyond irregu-

larity in the frame spacing are at work in the measurements.
One possible mechanism which could account for this is ir-
regularity in the frame properties, an aspect we will explore
in the following section.

FIG. 4. Circumferential mode 20 component of the surface normal velocity
of the framed shell from a point load. Colors refer to the dB levelre: one
meter per second for a one Newton load.~a! Calculation.~b! Data.

FIG. 5. Circumferential mode 20 component of the surface normal velocity
of the framed shell from a point load. Colors refer to the dB levelre: one
meter per second for a one Newton load.~a! No rib nonuniformities.~b!
Nonuniformity of frame spacing.~c! Nonuniformity in the rib thickness.
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III. TWO DIFFERENT TYPES OF APERIODICITY AND
THEIR EFFECT ON LOCALIZATION

Comparisons of the simulations and the experiments re-
vealed a significant discrepancy with regard to the lowest
resonance band of the largen modes. In this section, numeri-
cal simulations are performed to determine whether addi-
tional irregularity in the system associated with irregularity
in the frames as opposed to the spacing might account for
this. Thus numerical simulations are performed with two dif-
ferent types of variations in frame parameters, the frame
spacing and the frame thickness. In all cases, the shell is
excited at a point near the center midway between two
frames, and only results for then520 mode, a typical large
n mode for this shell based on the experimental data,3 are
presented.

Figure 5~a! shows the response of the shell for the con-
trol case of a periodically framed shell. The parameters of
the shell correspond to the mean parameters of the experi-
mental model examined in the above section. The damping
factor was chosen to be 0.002 in accord with the experimen-
tal results.3 The resonance bands clearly show extended
modes; i.e., modes propagating with virtually no attenuation
along the length of the shell.

Figure 5~b! shows the surface velocities for a shell with
a frame spacing nonuniformity of 6.55 percent of the mean
~four times the irregularity of the shell in Fig. 1!. The second
pass band is highly localized, while the first pass band shows
only weak localization. In contrast, variations in the frame
thickness~2.15 percent of the mean! with a uniform frame
spacing produces the opposite phenomenon as shown in Fig.
5~c!; the lower frequency band is significantly localized
while the upper band is nearly unattenuated. Hence, varia-
tions in the two different geometrical parameters, frame
spacing and frame thickness, are shown to cause varying
degrees of localization phenomena in different resonance
bands.

Although the plots in Figs. 5~b! and ~c! show behavior
similar to that of the experimental data, Fig. 4~b!, their pur-
pose is merely to show the qualitative differences from dif-
ferent types of nonuniformity. A precise reproduction of the
data from a finite-element calculation would require a mea-
surement of the frame thickness variation, which was not
performed, as well as measurements of other nonuniformi-
ties, some of which cannot be included in an axisymmetric
computer model.

IV. PARAMETER DEPENDENCE OF LOCALIZATION
PHENOMENA

The parameter dependence of localization phenomena in
axisymmetric framed shells can be analyzed based on the
general expression for the localization factor in the middle of
a pass band,3

ga'
s2$v i

2%

2v2~Dv!2 . ~1!

Here,g is the localization factor~i.e., the reciprocal of the
spatial attenuation length!, a the mean frame spacing,s2 the
variance of the frequency spread caused by the irregularity,

v the center frequency,$v i% the set of frequencies compris-
ing the pass band, andDv the width of the particular band
under consideration. The parameter dependence of the local-
ization factor is contained solely in the quantitys2, the
spread of the natural frequencies caused by the irregularity,
and we thus proceed to examine this quantity.

The variances2$v i
2% results from the variation of the

frame parameters via the dependence of the local resonance
frequencies on these parameters,

vn'vn~a,h!, ~2!

wherea andh are the frame spacing and thickness, respec-
tively. For a small variation in a single parameterl, one may
easily show3

s2$v i
2%'S 2v

]v i

]l D 2

s2$l%. ~3!

Therefore, the variation of localization lengths in different
resonance bands results from the sensitivity of the local reso-
nance frequencies to changes in the parameters; i.e.,g de-
pends on the parameters through the derivative]v i /]l.

With this perspective, let us reexamine the results in Fig.
5. The case with the irregularity in the frame spacing but not
the frame thickness, Fig. 5~b! shows strong localization in
the second pass band and very little in the first. Thus from
Eq. ~3!, we may surmise that]v2 /]a@]v1 /]a, where the
subscripts refer to the two passbands. Conversely, the oppo-
site phenomena in Fig. 5~c!, resulting from a variation of the
frame thickness, lead to the assertion,]v2 /]h!]v1 /]h.
Basically, the observed parameter dependence of the local-
ization lengths implies that the local resonance phenomena
underlying the second resonance band are much more sensi-
tive to shell parameters than are the local resonance phenom-
ena underlying the first resonance band, and vice versa.

An intuitive grasp of these results can be obtained by
directly examining the resonant responses. Figure 6~a! shows
the circumferential mode 20 response of the shell in Fig. 1
from a point load applied at 19 890 Hz, in the first pass band.
The ribs appear to move independently from each other, and
wave motion on the shell appears to be of little relevance.
Figure 6~b! shows the corresponding plot for 27 940 Hz, in
the second pass band. Resonant shell vibration is clearly the
major component of the motion, with the ribs appearing to be
synchronized to the corresponding motion of the shell. These
mode shapes from the two different pass bands are typical of
all of the circumferential modes and hence confirm, at least

FIG. 6. Circumferential mode 20 response of the framed shell cylindrical
section from a point load.~a! 19 890 Hz.~b! 27 940 Hz.
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qualitatively, our interpretation above. Finally, some recent
theoretical results predicting the resonance frequencies of
these modes15,16 are also consistent with the conclusions.

V. CONCLUSIONS

We report here the results of a numerical study of the
localization due to structural variability associated with a
submerged cylindrical shell. An axisymmetric finite-
element–infinite-element model is employed for a frequency
range up to three times the ring frequency. We find that the
FE results are in good general agreement with experiments
previously reported. Due to the tendency of largen modes to
localize more strongly than do the low circumferential or-
ders, the study was primarily focused on resonances of a
typical largen mode,n520. Over the band of this study, two
structural resonances dominate the vibratory response for
high circumferential orders. Localization is shown to be
linked to the sensitivity of the resonance frequencies of the
system to specific geometrical parameters. Specifically, rib
thickness variations strongly affect the first pass band and rib
spacing variations strongly affect the second pass band.

We have shown that conventional finite element tools
can be straightforwardly used to predict localization effects
resulting from irregularity in framed shell structures, pro-
vided the irregularity preserves the structural axisymmetry.
The generality of the approach enables different geometrical
aspects of the system to be easily analyzed, and thus enables
the investigator to evaluate the importance of various struc-
tural idealizations. Bearing in mind the importance of struc-
tural irregularity in determining the acoustic response of
structures in a variety of applications, we conclude that the
inclusion of such detail in FE modeling is of great impor-
tance.

ACKNOWLEDGMENT

The authors gratefully acknowledge the Office of Naval
Research for support of this work.

1M. L. Rumerman, ‘‘Contribution of membrane wave reradiation to scat-
tering from finite cylindrical steel shells in water,’’ J. Acoust. Soc. Am.
93, 55–65~1993!.

2Douglas M. Photiadis, Earl G. Williams, and Brian H. Houston, ‘‘Wave
number response of a near periodically ribbed shell,’’ J. Acoust. Soc. Am.
101, 877–886~1997!.

3D. M. Photiadis and B. H. Houston, ‘‘Anderson localization of vibration
on a framed cylindrical shell,’’ J. Acoust. Soc. Am.106, 1377–1391
~1999!.

4Douglas M. Photiadis, J. A. Bucaro, and Brian H. Houston, ‘‘The effect of
internal oscillators on the acoustic response of a submerged shell,’’ J.
Acoust. Soc. Am.101, 87–92~1997!.

5J. A. Bucaro, Douglas M. Photiadis, and Brian H. Houston, ‘‘The effect of
internal oscillators on the acoustic response of a submerged shell,’’ in
Proceedings of the ASME, Noise Control and the Acoustics Division
~ASME, New York, 1997!.

6C. H. Hodges and J. Woodhouse, ‘‘Vibration isolation from irregularity in
a periodic structure: Theory and measurements,’’ J. Acoust. Soc. Am.74,
894–905~1983!.

7P. W. Anderson, ‘‘Absence of diffusion in certain random lattices,’’ Phys.
Rev.109, 1492–1505~1958!.

8D. M. Photiadis, ‘‘Anderson localization of one-dimensional wave propa-
gation on a fluid-loaded plate,’’ J. Acoust. Soc. Am.91, 771–780~1992!.

9D. M. Photiadis, ‘‘Localization of helical flexural waves by irregularity,’’
J. Acoust. Soc. Am.96, 2291–2301~1994!.

10D. J. Thouless,Ill-Condensed Matter~North Holland, Amsterdam, 1979!,
pp. 5–60.

11H. Allik, Sara-2d user’s manual, version 95-3, BBN Systems and Tech-
nologies, New London, CT, 1995.

12A. W. Leissa, Vibration of shells, NASA SP-288, Washington, D.C.,
1973.

13D. M. Photiadis, ‘‘The effect of irregularity on the scattering of acoustic
waves from a ribbed plate,’’ J. Acoust. Soc. Am.91, 1897–1903~1992!.

14L. Brillouin, Wave Propagation in Periodic Structures~Dover, New York,
1946!.

15M. H. Marcus and A. Sarkissian, ‘‘Rib resonances present in the scattering
response of a ribbed cylindrical shell,’’ J. Acoust. Soc. Am.103, 1864–
1866 ~1998!.

16M. H. Marcus, ‘‘The effect of rib resonances on the vibration and wave
scattering of a ribbed cylindrical shell,’’ J. Acoust. Soc. Am.103, 3055
~A! ~1998!.

869 869J. Acoust. Soc. Am., Vol. 109, No. 3, March 2001 Marcus et al.: Localization on ribbed shells



Acoustic scattering by a circular cylinder parallel with another
of small radius

John A. Roumeliotis,a) Agissilaos-Georgios P. Ziotopoulos, and
Gerassimos C. Kokkorakis
Department of Electrical and Computer Engineering, National Technical University of Athens,
Athens 15773, Greece

~Received 9 December 1998; accepted for publication 19 December 2000!

The scattering of a plane acoustic wave by an infinite penetrable or impenetrable circular cylinder,
parallel with another one, also penetrable or impenetrable, of acoustically small radius, is
considered. The method of separation of variables, in conjunction with translational addition
theorems for cylindrical wave functions, is used. Analytical expressions are obtained for the
scattered pressure field and the various scattering cross sections, for normal incidence. Numerical
results are given for penetrable and impenetrable cylinders. ©2001 Acoustical Society of America.
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LIST OF SYMBOLS

r0 , r1 , r2 densities in three regions
c0 , c1 , c2 sound speeds in three regions
k0 , k1 , k2 wave numbers in three regions
l052p/k0 wavelength in region 0~outside the cylin-

ders!
R1 , R2 radii of the two cylinders
d distance between the axes of the two cylin-

ders
r 1 , w1 , r 2 , w2 polar coordinates
w0 incidence angle

pi incident plane pressure wave
ps1 , ps2 scattered pressure fields by the two cylin-

ders
pin,1 , pin,2 pressure fields inside the two cylinders
Jm cylindrical Bessel function of the first kind
Hm[Hm

(2) cylindrical Hankel function of the second
kind

sb backscattering~sonar! cross section
s f forward scattering cross section
Qt total scattering cross section

I. INTRODUCTION

Acoustic and electromagnetic scattering by multiple ob-
jects is an important problem with various practical applica-
tions, such as simulation and modeling of complex bodies,
prediction of radiation by reflector antennas, and control of
the scattering cross sections of different objects. Applica-
tions of this type, in the special case of cylindrical objects
simulated by a number of circular cylinders, can be found,
among others, in Refs. 1–3. Other problems of acoustic and
electromagnetic scattering by two or more circular cylinders,
at normal incidence, have been treated by many
researchers4–13 using a variety of methods. Recent applica-
tions concerning cylindrical structures in fluid mechanical
problems can be found in Refs. 14–17.

In this paper we examine the scattering of a plane acous-
tic wave by an infinite penetrable or impenetrable circular
cylinder, parallel with another circular cylinder, also pen-
etrable or impenetrable, of acoustically small radius~much
smaller than the wavelength!. An extension of the special
analytical perturbation method applied elsewhere18,19is used,
in order to obtain first order approximate analytical solutions
for the scattered pressure field and the various scattering

cross sections. Separation of variables, in conjunction with
translational addition theorems for cylindrical wave func-
tions, are used for the solution. The plane acoustic wave
impinges normally on the axes of the two cylinders.

In Sec. II we examine the scattering by two penetrable
cylinders, while in Sec. III we examine the scattering by two
cylinders, one of which, at least, is impenetrable~soft
orhard!. Finally, in Sec. IV, we give numerical results for the
various scattering cross sections and for both the former
cases.

II. PENETRABLE CYLINDER PARALLEL WITH
ANOTHER PENETRABLE ONE OF SMALL RADIUS

The geometry of the problem is shown in Fig. 1. The
cylinder radii areR1 and R2, respectively, whiled is the
distance between their axes. The density, sound speed, and
wave number arer0 , c0 , k0 in the space outside the cylin-
ders~region 0!, r1 , c1 , k1 inside the first cylinder~region 1!,
and r2 , c2 , k2 inside the second cylinder~region 2!. All
materials are fluids or fluidlike, i.e., they do not support
shear waves. The incident plane pressure wave impinging
normally on the axes of the cylinders~z-axes! has the
form19,20a!Electronic mail: iroumel@cc.ece.ntua.gr
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pi5e2 jk0r 1 cos~w12w0!5 (
m52`

`

j 2mJm~k0r 1!ejm~w12w0!,

~1!

wherer 1 , w1 are the polar coordinates,w0 defines the direc-
tion of incidence, andJm is the cylindrical Bessel function of
the first kind. The time dependenceej vt is suppressed
throughout.

Let ps1(0) andpin,1(0) be the pressure field scattered by
and the field inside the first cylinder, respectively, in the
unperturbed problem, i.e., in the absence of the second cyl-
inder. These fields have the expressions

ps1~0!5 (
m52`

`

Cm~0!Hm~k0r 1!ejmw1, ~2!

pin,1~0!5 (
m52`

`

Am~0!Jm~k1r 1!ejmw1, ~3!

whereHm is the Hankel function of the second kind, with the
superscript~2! omitted for simplicity. The expressions for
Cm(0) andAm(0) are19

Cm~0!5 j 2m
Jm~w0!Jm8 ~w1!2q1Jm8 ~w0!Jm~w1!

q1Jm~w1!Hm8 ~w0!2Jm8 ~w1!Hm~w0!
e2 jmw0,

~4!

Am~0!5 j 2m
q1@Jm~w0!Hm8 ~w0!2Jm8 ~w0!Hm~w0!#

q1Jm~w1!Hm8 ~w0!2Jm8 ~w1!Hm~w0!
e2 jmw0,

~5!

where we have made the substitutions

w05k0R1 , w15k1R1 , q15
r1c1

r0c0
, ~6!

and the primes denote derivatives with respect to the argu-
ment.

In the presence of the second cylinder, Eqs.~2! and ~3!
are modified taking the form

ps15 (
m52`

`

CmHm~k0r 1!ejmw1, ~7!

pin,15 (
m52`

`

AmJm~k1r 1!ejmw1, ~8!

with Cm and Am different from Cm(0) andAm(0), respec-
tively.

In this case there is also a scattered field from the second
cylinder and a field inside it, given by the expressions

ps25 (
m52`

`

BmHm~k0r 2!ejmw2, ~9!

pin,25 (
m52`

`

FmJm~k2r 2!ejmw2. ~10!

The various expansion coefficients in Eqs.~7!–~10! can
be evaluated by satisfying the boundary conditions atr 1

5R1 and r 25R2

pi1ps11ps25pin,v , ~11!

1

r0

]~pi1ps11ps2!

]r v
5

1

rv

]pin ,v
]r v

, ~12!

with v51 and 2 corresponding to the first and the second
cylinder, respectively. For this purpose the translational ad-
dition theorem for the Hankel functions, from theuth to the
qth coordinates is used20

Hm~kru!ejmwu

5 (
n52`

`

Jn~krq!Hm2n~kduq!e
jnwqej ~m2n!wuq,

r q,duq

5 (
n52`

`

Jn~kduq!Hm2n~krq!ejnwuqej ~m2n!wq,

r q.duq, ~13!

where duq is the distance between thez axes of the two
systems, whilewuq is the angle between the positive semi-
axis xu andduq . If the Hankel functions are replaced by the
corresponding Bessel ones on both sides of Eq.~13!, the two
expressions at the right side of this relation become equal.

Satisfaction of Eqs.~11!, ~12! at r 15R1 (v51), with
the use of Eqs.~1!, ~7!–~9!, the addition theorem Eq.~13! to
expressps2 in terms ofr 1 , w1 , and the orthogonal property
of ejmw1, provides the following set of equations (m50,
61,62,...):

j 2mJm~w0!e2 jmw01CmHm~w0!

1Jm~w0! (
p52`

`

BpHm2p~k0d!5AmJm~w1!, ~14!

j 2mJm8 ~w0!e2 jmw01CmHm8 ~w0!

1Jm8 ~w0! (
p52`

`

BpHm2p~k0d!5
1

q1
AmJm8 ~w1!. ~15!

Satisfaction of Eqs.~11!, ~12! at r 25R2 (v52), with
the use of Eqs.~1!, ~7!, ~9!, ~10!, the addition theorem Eq.
~13! to expresspi and ps1 in terms of r 2 , w2 , and the or-
thogonal property ofejmw2, provides the set (m50,61,
62,...)

FIG. 1. Geometry of the scatterer.
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Jm~w!F j 2me2 jmw0e2 jk0d cosw01 (
p52`

`

CpHp2m~k0d!G
1BmHm~w!5FmJm~w2!, ~16!

Jm8 ~w!F j 2me2 jmw0e2 jk0d cosw01 (
p52`

`

CpHp2m~k0d!G
1BmHm8 ~w!5

1

q2
FmJm8 ~w2!, ~17!

where

w5k0R2 , w25k2R2 , q25
r2c2

r0c0
. ~18!

In Eqs.~16!, ~17! we have also used the result

(
p52`

`

j 2pe2 jpw0Jp2m~k0d!

5 j 2me2 jmw0 (
p52`

`

j 2~p2m!e2 j ~p2m!w0Jp2m~k0d!

5 j 2me2 jmw0 (
n52`

`

j 2ne2 jnw0Jn~k0d!

5 j 2me2 jmw0e2 jk0d cosw0, ~19!

wherep2m is replaced byn, while Eq. ~1! is used withr 1

5d andw150.
For general values ofR2 the infinite sets of Eqs.~14!–

~17! can be solved only numerically, by truncation. How-
ever, for smallR2 an analytical solution can be obtained. As
R2→0, alsow→0 and w2→0. In this case the expansion
coefficientsAm andCm can be approximated by the formulas

Am5Am~0!1dAm , Cm5Cm~0!1dCm , ~20!

with dAm and dCm small perturbations ofAm(0) and
Cm(0), respectively.

We substitute from Eq.~20! into Eqs.~14! and~15!, thus
obtaining the relations

dCmHm~w0!1Jm~w0! (
p52`

`

BpHm2p~k0d!

5dAmJm~w1!, ~21!

dCmHm8 ~w0!1Jm8 ~w0! (
p52`

`

BpHm2p~k0d!

5
1

q1
dAmJm8 ~w1!, ~22!

while from Eqs.~16! and~17!, by eliminatingFm , we obtain

Bm5MmF j 2me2 jmw0e2 jk0d cosw0

1 (
p52`

`

CpHp2m~k0d!G , ~23!

where

Mm5
Jm8 ~w2!Jm~w!2q2Jm~w2!Jm8 ~w!

q2Jm~w2!Hm8 ~w!2Jm8 ~w2!Hm~w!
. ~24!

In Eqs.~21! and~22! we used the result that the bound-
ary conditions Eqs.~11!, ~12! at r 15R1 (v51) are also
valid for the case of the unperturbed problem~i.e., in the
absence of the second cylinder!, with ps2 omitted and
ps1 , pin,1 replaced byps1(0), pin,1(0), respectively.

From Eqs.~21! and~22!, by eliminatingdAm , we obtain

dCm5 j mejmw0Cm~0! (
p52`

`

BpHm2p~k0d!. ~25!

Also, from the same equations, by eliminating the infi-
nite sums we obtain

dAm5
q1@Jm~w0!Hm8 ~w0!2Jm8 ~w0!Hm~w0!#

Jm~w0!Jm8 ~w1!2q1Jm8 ~w0!Jm~w1!
dCm

5
Am~0!

Cm~0!
dCm . ~26!

By using the small argument formulas for the Bessel and
Hankel functions asw→018,21(w25wk2 /k0) in Eq. ~24! we
find

M05
j pw2

4
f , Mm5

j pw2m

4m~m21!!m!
g, ~m>1!, ~27!

where

f 512
r0

r2
S c0

c2
D 2

, g5
r02r2

r01r2
. ~28!

We substituteBm from Eq. ~23! into Eq. ~25! keeping
only the dominant terms~for Bm), i.e., those with umu
50,1, which are of orderw2, as is seen from Eq.~27!. The
omitted terms, withumu>2, are of orderw4 and higher. From
Eq. ~24! is evident that M 2m5Mm , becauseJ2m(x)
5(21)mJm(x) andH2m(x)5(21)mHm(x). So, we finally
obtain, after some manipulation,

dCm5 j mejmw0Cm~0! (
p521

1

Hm2p~k0d!M pF j 2pe2 jpw0e2 jk0d cosw01 (
s52`

`

Cs~0!Hs2p~k0d!G
5

j pw2

4
j mejmw0Cm~0!H e2 jk0d cosw0@ f Hm~k0d!2 jg@e2 j w0Hm21~k0d!2ej w0Hm11~k0d!##

1 (
s52`

`

Cs~0!@ f Hs~k0d!Hm~k0d!1g@Hs21~k0d!Hm21~k0d!1Hs11~k0d!Hm11~k0d!##J . ~29!
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In Eq. ~29! we have omitted the higher order products
M pdCs . The total scattered field from both cylinders isps

5ps11ps2 , whereps1 andps2 are given in Eqs.~7! and~9!.
Using Eq.~13! in Eq. ~9! we expressps in terms ofr 1 ,w1 :

ps5 (
m52`

`

CmHm~k0r 1!ejmw1

1 (
m52`

`

(
n52`

`

BmJn~k0d!Hm2n~k0r 1!

3ej ~m2n!w1~21!n. ~30!

In Eq. ~30! we have used the second of the expressions Eq.
~13!, because for the scattered far fieldr 1.d. Substituting
the asymptotic expansions for the Hankel functions into Eq.
~30! we obtain, for this far field, the expression

ps5
e2 jk0r 1

Ar 1

11 j

Apk0

G~w1!, ~31!

where, with the use of Eq.~19!

G~w1!5 (
m52`

`

@Cm1Bmejk0d cosw1# j mejmw1. ~32!

The backscattering or sonar (sb), the forward (s f), and
the total (Qt) scattering cross sections are18

k0sb54uG~w01p!u2, k0s f54uG~w0!u2, ~33!

k0Qt5
2

p E
0

2p

uG~w1!u2dw1

5
2

p E
0

2p

G~w1!G* ~w1!dw1

54 (
m52`

` H uCmu21uBmu2

12 ReFCm* (
p52`

`

BpJm2p~k0d!G J , ~34!

where the asterisk denotes the complex conjugate, while Re
represents the real part.

In analogy to Eq.~20! we can set

G~w1!5G0~w1!1dG~w1!, ~35!

where

G0~w1!5 (
m52`

`

Cm~0! j mejmw1,

~36!

dG~w1!5 (
m52`

`

@dCm1Bmejk0d cosw1# j mejmw1.

From Eq.~35! we obtain, by omitting the second order
differential udG(w1)u2,

uG~w1!u25G~w1!G* ~w1!

5uG0~w1!u212 Re@G0* ~w1!dG~w1!#. ~37!

Substituting Eqs.~23! and~27! into Eq.~36! and keeping
only the dominant terms forBm (umu50,1) we obtain, after
some manipulation,

dG~w1!5 (
m52`

`

dCmj mejmw1

1
j pw2

4
ejk0d cosw1H e2 jk0d cosw0

3@ f 12g cos~w12w0!#1 (
p52`

`

Cp~0!

3@ f Hp~k0d!1 jg@ej w1Hp21~k0d!

2e2 j w1Hp11~k0d!##J . ~38!

In Eq. ~38! we have omitted the higher order products
MmdCp .

From Eqs.~33!, ~35!–~38! we easily obtain the zero or-
der ~unperturbed! term s~0! and its first order perturbation
ds, for bothsb ands f .

From Eqs.~35!–~37! we find

k0Qt5
2

p E
0

2p

G0~w1!G0* ~w1!dw1

1
4

p
ReF E

0

2p

G0* ~w1!dG~w1!dw1G
5k0Qt~0!1k0dQt , ~39!

where

k0Qt~0!54 (
m52`

`

uCm~0!u2 ~40!

and

k0dQt58 ReH (
m52`

`

Cm* ~0!FdCm

1 (
p521

1

BpJm2p~k0d!G J . ~41!

The results of Eqs.~40! and ~41! can also be obtained from
the general relation Eq.~34!, in the special case whereR2

→0. The small argument formula for the sum
(p521

1 BpJm2p(k0d) is given by Eq. ~29!, but with
j mejmw0Cm(0) omitted and withHm2p(k0d) replaced by
Jm2p(k0d) for p50,61. This is evident by a simple com-
parison of the aforementioned sum with Eq.~25!, for p50,
61.

Our results were checked, to a very good accuracy, by
the forward scattering theorem19,22 having the form

k0Qt~0!524 Re@G0~w0!#,
~42!

k0dQt524 Re@dG~w0!#

for various values of the parameters used.
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III. TWO PARALLEL CYLINDERS, NOT BOTH
PENETRABLE, ONE OF WHICH HAS SMALL RADIUS

The geometry of the problem is again shown in Fig. 1.
In this case at least one of the cylinders is impenetrable~soft
or hard!. The difference here is that the field inside the im-
penetrable cylinder is zero, thus modifying the boundary
conditions at its surface. We can follow steps analogous to
those in the previous section for the solution~we have done
it, to verify the results!, but, equivalently and more easily,
we can use the limiting valuesrv→0 or rv→` (v51,2),
for a soft or a hard cylinder, respectively, keepingcv
(v51,2) fixed in both cases, in the results of that section.

There are three distinct cases:~a! the first cylinder is
impenetrable and the second penetrable;~b! the first cylinder
is penetrable and the second impenetrable; and~c! both cyl-
inders are impenetrable. We examine them separately.

A. The first cylinder impenetrable and the second,
with small radius, penetrable

In this case we user1→0(q1→0) for a soft cylinder
and r1→`(q1→`) for a hard one (c1 is finite in both
cases!, in the results of Sec. II. The expressions which turn
out to be different from the corresponding ones there, are the
following ~superscriptss and h stand for a soft and a hard
cylinder, respectively, and are used only when differences
appear between them!:

Cm
s ~0!52 j 2m

Jm~w0!

Hm~w0!
e2 jmw0,

~43!
Cm

h ~0!52 j 2m
Jm8 ~w0!

Hm8 ~w0!
e2 jmw0.

Also

Am~0!50, Am50~dAm50!, ~44!

because there is no pressure field inside the impenetrable
cylinder. Equations~11! ~for v51), ~14!, ~21!, and~12! ~for
v51), ~15!, and~22! are missing for a hard and a soft cyl-
inder, respectively, and Eq.~26! is missing from both, while
the others remain the same as in Sec. II, embodying the
former changes.

B. The first cylinder penetrable and the second, with
small radius, impenetrable

In this case we user2→0(q2→0) for a soft cylinder
and r2→`(q2→`) for a hard one (c2 is finite in both
cases!, in the results of Sec. II. The expressions that change
will be given in what follows, while the others remain as in
Sec. II, embodying these changes:

Fm50, ~45!

because there is no pressure field inside the impenetrable
cylinder. Equations~11! ~for v52!, ~16!, and ~12! ~for v
52), ~17! are missing for a hard and a soft cylinder, respec-
tively. Also, Eq.~24! is replaced by

Mm
s 52

Jm~w!

Hm~w!
, Mm

h 52
Jm8 ~w!

Hm8 ~w!
. ~46!

By using the small argument formulas for the Bessel and
Hankel functions asw→0 from Refs. 18, 21 in Eq.~46!, we
obtain

M0
s52

j p

2S ln
w

2
1g D , ~g50.577 22!, M0

h5
j pw2

4
,

~47!

Mm
s 52Mm

h 5
j pw2m

4m~m21!!m!
, ~m>1!.

M0
s in Eq. ~47! cannot be obtained from Eqs.~27!, ~28! by

taking the limitr2→0. On the other hand,Mm
s (m>1), as

well as M0
h and Mm

h (m>1) can be obtained in the limit
r2→`. The reason is evident after using the small argument
formulas of Bessel and Hankel functions in Eq.~24!. For
m50 andr2Þ0 (q2Þ0), the first term in its denominator
is dominant, giving the result Eq.~27!, but for m50 and
r2→0 (q2→0, soft cylinder! the second term becomes
dominant, giving the result Eq.~47!. In all the other cases
there is no such a problem, so the remaining formulas in Eq.
~47! are obtained as limiting expressions from Eqs.~27! and
~28!.

From Eq.~47! we see thatM0
s is dominant with respect

to Mm
s (m>1), which is of orderw2 and higher. This

means that in Eq.~25! we keep only the dominant termB0
s ,

substituting it from Eq.~23!. So

dCm
s 52

j p

2S ln
w

2
1g D j mejmw0Cm

s ~0!Hm~k0d!

3Fe2 jk0d cosw01 (
p52`

`

Cp
s~0!Hp~k0d!G , ~48!

while dCm
h is given by Eq.~29!, for r2→`, i.e., for f h51

andgh521.
For the same reasons onlyB0

s is kept in the expressions
Eqs. ~32! and ~36! for dGs(w1). So, in this case Eq.~38!
takes the form

FIG. 2. Backscattering cross section vsw0(°) for R1 /l050.5, d/R151.1,
r1 /r051.22,c1 /c051.27,r2 /r052.7, c2 /c054.3 ~penetrable cylinders!.
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dGs~w1!5 (
m52`

`

dCm
s j mejmw1

2
j p

2S ln
w

2
1g D ejk0d cosw1Fe2 jk0d cosw0

1 (
p52`

`

Cp
s~0!Hp~k0d!G , ~49!

while dGh(w1) is given by Eq. ~38! for f h51 and gh

521.
Finally, the remarks after Eq. ~41! for

(p521
1 BpJm2p(k0d) remain valid for the hard cylinder ex-

amined here, provided, moreover, that one setsf h51 and
gh521 in Eq.~29!. For the soft cylinder we only keepB0

s in
Eq. ~41!, soB0

sJm(k0d) is given by Eq.~48!, if we omit there
j mejmw0Cm

s (0) and replaceHm(k0d) by Jm(k0d).

C. Both cylinders impenetrable

In this case we userv→0 for a soft cylinder andrv
→` for a hard one, withcv finite in both cases (v51,2). So
the changes to the results of Sec. II are all those appearing in
the two former cases,~A! and ~B!.

IV. NUMERICAL RESULTS AND DISCUSSION

In Figs. 2–7 the various scattering cross sections are
given for the configuration of Fig. 1, for penetrable and im-
penetrable~soft or hard! cylinders. Figures 2–4 refer to pen-
etrable cylinders, while Figs. 5–7 refer to impenetrable ones.
The wavelength in region 0 isl052p/k0 . The case
R2 /R150 corresponds to the unperturbed problem, i.e.,
when only the first cylinder~of radiusR1) is present.

The results are symmetrical about thexz plane, as it is
imposed by the geometry of the scatterer. A result expected
from reciprocity and seen in Figs. 4 and 6 is thats f andQt

have the same values for incidence angles with sum equal to

FIG. 3. Forward scattering cross section forR1 /l050.5, R2 /R150.01,
w0545°, r1 /r051.22, c1 /c051.27, r2 /r052.7, c2 /c054.3 ~penetrable
cylinders!.

FIG. 4. Total scattering cross section vsw0(°) for R1 /l050.5, d/R1

51.1, r1 /r051.22,c1 /c051.27,r2 /r052.7, c2 /c054.3 ~penetrable cyl-
inders!.

FIG. 5. Backscattering cross section forR1 /l050.5, R2 /R150.01, w0

590° ~hard impenetrable cylinders!.

FIG. 6. Forward scattering cross section vsw0(°) for R1 /l050.5, d/R1

51.1 ~hard impenetrable cylinders!.
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p. From Figs. 3, 5, and 7 we see that the various scattering
cross sections change rapidly withd/R1 , as is expected.

The results of Figs. 2–7 were verified, to a high degree
of accuracy, by comparing to independent results obtained
from the numerical solution of the same problems, by trun-
cating the infinite sets of linear equations. In Figs. 8–10 we
give the relative absolute errors@u~approximate value-exact
value!/exact valueu# for sb , s f , andQt , resulting from the
comparison of the approximate results of this paper with the
exact numerical ones obtained by truncation. Figure 8 refers
to penetrable cylinders, while Figs. 9 and 10 refer to hard
and soft impenetrable cylinders, respectively. The values of
the parameters used are the same as in Figs. 2–7, with the
difference that nowd/R152.0, while the various errors
given are maximum with respect tow0 ~obtained by using
w050° – 180° in steps of 1°!. It is evident that the error in
sb is greater than that ins f andQt , in any case. The errors
for soft impenetrable cylinders are much greater than those

for hard, or for penetrable ones, due to the presence of the
factor 1/@ ln(w/2)1g# in Eqs.~48!, ~49!. This factor becomes
small only for very small values ofw, as compared to the
factor w2 appearing in the corresponding formulas for hard
or penetrable cylinders, which diminishes very faster. This
was also true in Refs. 18 and 19. The maximum value of
R2 /R1 used in Figs. 2–7 is 0.01, thus keeping the errors low
enough in each case.

By the formulas derived in this paper we can easily cal-
culate the various scattering cross sections for each small
value of the ratioR2 /R1 , if the other parameters remain
constant, simply by using the results given in Figs. 2–7. The
same is valid for different values ofr2Þr0 when k25k0

@k2Þk0 when r25r0#, with k51/rc2 the compressibility
of the material. In this casedCm;g@dCm; f #, and finally
ds, dQt are proportional to these quantities, making simple
the calculation of the various scattering cross sections for

FIG. 7. Total scattering cross section forR1 /l050.5, R2 /R150.01, w0

590° ~soft impenetrable cylinders!.

FIG. 8. Relative absolute error forR1 /l050.5, d/R152.0, r1 /r051.22,
c1 /c051.27,r2 /r052.7, c2 /c054.3 @penetrable cylinders.1111 (sb),
••• (s f), **** (Qt)#.

FIG. 9. Relative absolute error forR1 /l050.5, d/R152.0 @hard impen-
etrable cylinders.1111 (sb), ••• (s f), **** (Qt)#.

FIG. 10. Relative absolute error forR1 /l050.5, d/R152.0 @soft impen-
etrable cylinders.1111 (sb), ••• (s f), **** (Qt)#.
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each different value ofr2 /r0@k2 /k0# as long as the other
parameters of the problem remain constant. These remarks
also pertain to the inverse problem of calculating the radius
R2 , the density, or the compressibility of the thin cylinder,
from the measurement of the scattered field.
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The problem of the scattering of harmonic plane waves by a rough half-plane is studied here. The
surface roughness is finite. The slope of the irregularity is taken as arbitrary. Two boundary
conditions are considered, those of Dirichlet and Neumann. An asymptotic solution is obtained,
when the wavelengthl of the incident wave is much larger than the characteristic length of the
roughnessl, by means of the method of matched asymptotic expansions in terms of the small
parametere52p l /l. For the Dirichlet problem, the solution of the near and far fields is obtained
up to O(e2). The far field solution is given in terms of a coefficient that have a simple explicit
expression, which also appears in the corresponding solution to the Neumann problem, already
solved. Also the scattering cross section is given by simple formulas toO(e3). It is noted that, for
the Dirichlet problem, the leading term is of ordere3 which, by contrast, is different from that of the
circular cylinder in full space, that is, of ordere21 (loge)22. Some examples display the simplicity
of the general results based on conformal mapping, which involve arcs of circle, polygonal lines,
surface cracks and the like. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1348297#

PACS numbers: 43.20.Fn, 43.20.Bi@ANN#

I. INTRODUCTION

Two scattering problems are considered here which in-
volve either the Dirichlet or Neumann conditions for the
rough, but finite, surface of a half-plane. When the roughness
is a semicircle or a semiellipse, the method of separation of
variables yields an explicit solution of the reduced wave
equation in terms of a series.1–3 For other shapes, in the
Rayleigh and resonance regime, a numerical scheme that
leads to a linear algebraic system of equations is generally
used. In these cases, the theoretical method exploits the ge-
ometry of the single ridge type scatterer~viz., semielliptical,4

rectangular,4–6 triangular7 or arbitrarily shaped8!. Whereas a
different asymptotic approach is proposed to deal with shal-
low rough profiles, which include periodic and nonperiodic
ones.9 Application of some of the above methods can be
found in seismological applications.6,7,10 Boundary element
methods have also been applied to empty11,12 and filled13–15

surface scatterers in the earthquake engineering context for
wavelengths comparable to the characteristic size of the ir-
regularity and much longer. When the slope of the irregular-
ity is small, a regular asymptotic method arises and the so-
lution can be obtained as an asymptotic series,16,17or see, for
instance, the Appendix in Sabina and Willis.18 If no restric-
tion is imposed on the slope of the roughness, then a singular
perturbation problem can be formulated and solved in the
low-frequency limit. The Neumann problem has already
been solved to the second order in the small parameter.18

Near and far field expressions were obtained by means of the
method of matched asymptotic expansions. The far field
asymptotic expression is shown to be the contribution of the

superposition of two sources, a monopole and a dipole, act-
ing at the origin. The amplitude of the former source is equal
to the area under the curve defined by the roughness,
whereas the latter is related to an integral defined on the
rough boundary. In the limit of a small slope, both coeffi-
cients are equal. In this paper it will be shown that exactly
the same dipole source coefficient appears in the far field
expression for the Dirichlet problem. Moreover, it is found
that it is given as the product of two coefficients of a related
conformal mapping. The scattering cross section to the lead-
ing order for both problems, Neumann and Dirichet, is ex-
pressed in terms of the monopole and dipole amplitudes.
These formulas are very simple. A similar problem, that of
scattering of acoustic waves by bounded inhomogeneities, is
also treated as a singular perturbation problem by Kriegs-
mann and Reiss.19 Also full two-dimensional scattering prob-
lems are dealt with in the low frequency limit by Gotlib.20

More references to related problems can be found in Datta
and Sabina.21

In Sec. II, the Dirichlet scattering problem is formulated.
The method of matched asymptotic expansions is used, in
Sec. III to find the near and far field in the low-frequency
limit. In Sec. IV, the scattering cross section is calculated to
the leading order term. Some examples are explicitly treated
in Sec. V, viz., mountain and valley arcs of circle, polygonal
surface irregularities: arbitrary triangle, isosceles triangle,
one edge crack, two edge cracks. The formulas obtained for
these geometries are quite simple. Section VI contains some
concluding remarks. The Appendix deals with the polariza-
tion tensor which is closely related to these problems.
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II. STATEMENT OF THE SCATTERING PROBLEM

A two-dimensional harmonic wave motion is considered
in a homogeneous half-planey8. f (x8), whose boundary
y85 f (x8) is such thatf (x8)5” 0 in the finite interval2 l
,x8, l and f (x8)50 for ux8u> l . All lengths are nondimen-
sionalized with respect to the half-interval lengthl. Hence-
forth y5 f (x) is understood to be nonvanishing in the inter-
val (21,1); see Fig. 1. The scattering problem is formulated
in such a way that the scattered waveFD(x,y)eivt, wherev
is the circular frequency, satisfies the Dirichlet boundary
value problem:

DFD1e2FD50 in y. f ~x!, ~1!

FD52F0 on y5 f ~x!, ~2!

r 1/2S ]FD

]r
1 i eFDD5o~1! as r 5~x21y2!1/2→`, ~3!

wheree5v l /c, the speed of the wave isc and the total wave
field FD

t is given by

FD
t 5F01FD in y. f ~x!, ~4!

and

F052i sin~ey sinc!exp~ i ex cosc! ~5!

is the sum of the unit amplitude incident and reflected plane
waves with the angle of incidencec measured with respect
to thex-axis. Note thatFD vanishes ony5 f (x) for uxu>1.
The factor exp(i v t) is understood and omitted henceforth.

The wave fieldFD may be the velocity potential in
acoustics or the antiplane shear-horizontal displacement in
elasticity;FDez may be a Hertz vector in electromagnetism,
whereez is the unit vector in the direction of thez-axis. The
Dirichet or Neumann boundary conditions correspond to
open or rigid surfaces in acoustics, to fixed rigid or free
surfaces in elasticity and to electric or magnetic fields paral-
lel to ez for a perfect conductor in electromagnetism.

It is well-known that it is possible to obtain the solution
of Eqs.~1!–~3!, ~5! and its Neumann counterpart in explicit
form only if the curvey5 f (x), f (x),0,uxu<1 is a semi-
circle or a semiellipse by the method of separation of
variables.1–3 There are other cases where asymptotic meth-
ods are applicable and give quite satisfactory approximate
formulas to the solution~see, for instance, the Appendix in

Ref. 18!. Here a low-frequency approximation is sought for
e!1, so that Eqs.~1!–~3!, ~5! define a singular perturbation
problem.

The corresponding Neumann problem was solved using
the method of matched asymptotic expansions18 ~see, also,
Datta and Sabina21!. The far field asymptotic expansion ob-
tained by them is

FN;e2@ iamH0
(2)~er !1adH1

(2)~er !cosu cosc# ~6!

ase tends to zero for the same incident wave; note that the
subindexN refers to the Neumann boundary condition; (r ,u)
are the polar coordinates of the point (x,y); Hn

(2)(r ) is the
Hankel function of the second class and ordern. The coeffi-
cients am and ad are real and were found to have simple
explicit expressions related to the boundary shape. They can
be thought of as the amplitude due to a monopole or the
dipole source acting at the origin, respectively. The coeffi-
cient am is equal to the area under the curvey5 f (x). The
other one, related to the shape, is given below in Eq.~30! and
also appears in the far field expression for the Dirichlet prob-
lem, as shown below.

III. SOLUTION OF THE DIRICHLET SCATTERING
PROBLEM

In asymptotic problems, a key point is the correct choice
of the ‘‘ansatz,’’ i.e., a suitable form of the asymptotic ex-
pansion. Here the form of convenient asymptotic expansions
of FD is suggested by earlier works.18,20,22Thus, for the near
field, let

FD;ew1~x,y!1e2w2~x,y!1e3w3~x,y!1••• ~7!

in a domain which includes the finite nonzero part of the
boundary curvey5 f (x) as e tends to zero and, for the far
field, consider the multipole anzatz

FD;e(
j 51

`

aje
jH j

(2)~er !sin j u, ~8a!

aj5(
l 50

`

ajl e
l , ~8b!

whereajl may be a polynomial in lne, in a domain which
includes the point at infinity ase tends to zero.

The expansions in Eqs.~7! and~8a! are to be matched in
the domain23,18

constante2a,r ,constante2b, 0,a,b,1 ~9!

for y.0. In other words, they are equivalent in the domain
given by Eq.~9! provided

(
j 51

n

e@~w j2ajH j
(2)~er !sin j u!#5O~egn!, ~10!

where gn→` as n→`. Coefficientsajl and the functions
w j (x,y) shall be sought as follows.

Note that, on the boundaryy5 f (x), the expansion of
Eq. ~5! and Eq.~7! yields

w1522iy sinc, ~11!

w25xy sin 2c. ~12!

FIG. 1. Finite rough boundary half-planey. f (x). Unit amplitude incident
F i and reflectedF r plane waves at an anglec. Note that f (x)50 for
uxu>1.
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To find the w j ’s everywhere, it is necessary to know
their behavior at infinity. This can be found from the possi-
bility of matching the expansions in Eqs.~7! and~8a! in the
domain given by Eq.~9!. The argument of the Hankel func-
tions is small there and the following expansions take place

H j
(2)~er !5(

l 50

`

Kl j ~er !2l 1 j ln er 1(
l 50

`

Ll j ~er !2l 2 j , ~13!

where the coefficientsKl j andLl j are known24 ~p. 951!. Only
here

L01522i /p ~14!

is explicitly needed later on.
It is clear that the expansion

FD;eS a10L01

sinu

r
1a20L02

sin 2u

r 2
1••• D

1e2S a11L01

sinu

r
1a21L02

sin 2u

r 2
1••• D

1e3Fa12L01

sinu

r
1a10sinu~L01r 1K01r ln er !1•••G

1••• ~15!

is possible in the domain given by Eq.~9!. It can now be
deduced that the matching will take place, i.e., the expan-
sions in Eqs.~7! and ~8! are asymptotically identical, if and
only if

w1;a10L01

sinu

r
1a20L02

sin 2u

r 2
1•••, ~16a!

w2;a11L01

sinu

r
1a21L02

sin 2u

r 2
1•••, ~16b!

w3;a12L01

sinu

r
1a10sinu~L01r 1K01r ln er !1•••, ~16c!

as r tends to infinity.
Substituting the expansion of Eq.~7! into Eq. ~1! yields

Dw150, Dw250, Dw352w1 , . . . . ~17!

The problem

Dw150 in y. f ~x!, w1522iy sinc for y5 f ~x!,
~18!

w1→0 as r→`,

has one and only one solution iny.0. The sine Fourier
series of the solution of Eq.~18! for larger has the expansion

w15(
l 51

`

a1l

sin lu

r l
~19!

when the coefficientsa1l are known.
Comparison of Eqs.~16a! and ~19! gives

al05
a1l

L0l
. ~20!

After finding w1 , it is possible to considerDw250, the
boundary condition forw2 given by Eq.~12! and the expan-
sion of Eq. ~16b! to obtain a11,a21,a31, . . . in the same
manner. Then, the equationDw352w1 , the boundary con-
dition for w3 and the expansion of Eq.~16c! give the possi-
bility to find a12,a22, . . . , etc. It is evident that this is the
main scheme for findingw j andajl , which depends on the
intermediate operation of solving the Dirichlet problem of
potential theory in the semi-infinite domainy. f (x). How-
ever, it is possible to express the solution of this problem in
terms of the conformal mapping of the domainy. f (x) onto
the upper half-plane and get formulas for the functionsw j ,
the coefficientsajl and other quantities of interest.

Let z5z(z), z5x1 iy , z5j1 ih be the conformal map-
ping of the domainy. f (x) into the half-planeh.0 andz
5z(z) be the inverse mapping. It is assumed thatz(`)
5`, z(21)5l l , z(1)5l r , l l<l r . The values ofl l and
l r define the mapping completely. The image of the semi-
infinite interval (2`,21) is (2`,l l) and the image of
(1,1`) is (l r ,1`). Now it is possible to continue the
function z5z(z) using the symmetry principle:z5z(z) is
real on the real axis outside the interval (l l ,l r). The con-
tinued functionz5z(z) has the property

z~ z̄ !5z~z !̄ ~21!

in accordance with the symmetry principle. The function
z(z) is now defined in a neighborhood of infinity and has a
simple pole there, becausez(`)5` and the map is confor-
mal. Its Laurent expansion has the form

z5z~z!5b1z1b01
b21

z
1 . . . . ~22!

The inequalityb1.0 follows from the inequalityz(z).1 if
z.l r .

In order to solve Eqs.~18! it is sufficient to solve the
new problem

S ]2

]j2
1

]2

]h2D w1~j,h!50 in h.0,

w1~j,0!522i sinc Im z~j!, ~23!

w1→0 as uzu→`,

and to use inverse mappingz5z(z), or to put

w1~x,y!5w1~j~x,y!,h~x,y!!.

The solution of Eqs.~23! is known to be25 ~p. 568!

w1~j,h!52
2ih sinc

p E
l l

lr Im z~j8!dj8

uj82zu2
. ~24!

Whenz→`,

w1~j,h!52
2i sinc

p

h

uzu2
E

l l

lr
Im z~j8!dj81O~ uzu22!.

Hence
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w1~x,y!5w1~j~x,y!,h~x,y!!

52
2i sinc

p
b1

y

x21y2El l

lr
Im z~j!dj

1O~~x21y2!21!, ~25!

because for largeuzu

z5z~z!5
1

b1
z2

b0

b1
2

b21

z
1••• . ~26!

The leading term of Eq.~25! can now give the sought coef-
ficient of Eq.~20!, i.e.,

a1052ad sin c, ~27!

where

ad5b1E
l l

lr
Im z~j!dj ~28!

is a real coefficient. It is not difficult to show thatad5am

when the slope of the surface irregularity is small, i.e., when
u f 8(x)u!1.

The calculation of the integral in Eq.~28! is not difficult
in the general case. It follows immediately that

E
l l

lr
Im z~j!dj5

1

2i El l

lr
@z~j!2z~j !̄#dj5

1

2i EL
z~j!dj,

~29!

whereL is a path of integration around the cut@l l ,l r # in the
positive direction. Here the propertyz(j2)5z(j1 )̄ is used,
if j6 are corresponding points on opposite sides of the cut.
The residue theorem for unbounded domains leads to the
very simple formula for the dipole amplitude

ad5pb1b21 . ~30!

The next termw2 can be obtained in the same manner. The
results obtained for the near and far field are then given by

FD;
h

pEl l

lr
@22e sinc1e2 sin 2c Rez~j8!#

Im z~j8!dj8

uz2j8u2
,

~31!

FD;2e2adH1
(2)~er !sinu sinc ~32!

as e tends to zero, respectively. Note that Eq.~32! is sym-
metric relative tou and c, i.e., the reciprocity principle is
satisfied to this order.

IV. SCATTERING CROSS SECTION

One measure of the surface irregularity effect upon an
incident wave is the scattering cross section( of the irregu-
larity. It is defined as the ratio of the average rate at which
energy is scattered by the irregularity to the average rate at
which the energy of the incident wave crosses a unit length
perpendicular to its direction of propagation. It can be ob-
tained from the expression

S5E
0

p

uh~u!u2 du, ~33!

whereh(u) is the far field scattering amplitude of the wave

F5h~u!r 2 1/2e2 ir as r→`. ~34!

Since the Hankel function has the expansion

Hn
(2)~r !5S 2

pr D
1/2

expF2 i r 1 i S n1
1

2D p

2 G as r→`, ~35!

it is easy to find that the first term of the scattering cross
section is

SD5e3ad
2 sin2 c ~36!

for the Dirichlet problem and

SN5e3~2am
2 1ad

2 cos2 c! ~37!

for the Neumann problem ase tends to zero.
It is seen that the leading term of the scattering cross

section is of ordere3 for both problems. This behavior is the
same for a circular cylinder in a full space for the Neumann
condition but contrasts with the different one of ordere21

(loge)22 for the Dirichlet condition.26,27 The different
asymptotic behavior arises because the two scattering prob-
lems differ in the number of incident waves. In the full two-
dimensional case, one is dealing with one incident wave. In
the half-plane situation, it is well-known28 that this problem,
when the inclusion~of a valley type that can be reflected
toward the other half-plane!, is reflected, it is equivalent to
the full two-dimensional body and two incident waves. Then
the scattered waves interfere constructively and destructively
in such a way as have the different asymptotic behavior
noted above.

V. EXAMPLES

Some specific shapes are now considered which will
show the applicability of the above results.

A. Mountain and valley arcs

Let the function f (x) for uxu,1 be an arc of circle
ABC, so that y5 f (x) consists of the two intervals
(2`,1),(1,1`) and the arc of circleABC intersectingy
50 at an angleap; see Fig. 2. When 1,a<3/2, the arc can
be thought of as a ridge, and if 1/2<a,1, ABC is a valley.
This convention is commonly used by geophysicists, who
consider that the planey50 is the surface of the Earth. The
radiusR of the circle, the arc of which isABC, can easily be
derived,R5u sinapu21.

FIG. 2. The rough boundary is a valley, an arc of circleABC of radiusR
5usinapu21, which intersectsy50 at an angleap. Coordinates ofA
(21,0),B (0,2R1cotap), C (1,0).
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The mapping and its inverse function are

z~z!5$@T~z!#a11%$@T~z!#a21%21, ~38!

and

z~z!5$@T~z!#1/a11%$@T~z!#1/a21%21, ~39!

respectively, where

T~z!5~z11!/~z21!. ~40!

It is not difficult to find that

b151/a; ~41a!

the residue at the point of infinity of the mapping function,
Eq. ~38!, is

b215~12a2!/3a; ~41b!

the monopole and dipole amplitudes:

am5p~12a!csc2 ap1cotap, ~41c!

ad5p~12a2!/3a2. ~41d!

Hence, to the leading order,

SD5e3p2~12a2!2 sin2 c/9a4, ~42a!

SN5e3$2@p~12a!csc2 ap1cotap#2

1p2~12a2!2 cos2 c/9a4%. ~42b!

In particular, for a semicircular mountaina53/2,

am52p/2, ~43a!

ad525p/27, ~43b!

and, to the leading order,

SD5
25

729
e3p2 sin2 c, ~43c!

SN5e3p2S 1

2
1

25

729
cos2 c D . ~43d!

For a semicircular valley,a51/2, the mapping becomesz
5(z1z21)/2, and

am5p/2, ~44a!

ad5p, ~44b!

and, to the leading order,

SD5e3p2 sin2 c, ~44c!

SN5e3p2~cos2 c11/2!. ~44d!

B. Polygonal surface irregularities

Let the boundaryy5 f (x) of the half-planey. f (x) be a
piecewise linear function taken as an open polygon ofp ver-
tices located at the pointsL i(xi ,yi), uxi u<1, i 51,2, . . .p,
with corresponding interior anglesa ip; (x1 ,y1)5(21,0)
and (xp ,yp)5(1,0). The Schwarz–Christoffel mapping
function

z~z!5b1E
0

z

P i 51
p ~z2l i !

a i 21 dz1 ih ~45!

maps conformally the upper half-planeh.0 of thez-plane
into the polygon interiory. f (x) of the z-plane so that the
points l i on h50 are mapped into the pointsL i . Herel l

5l1 , l r5lp , b1 andh are real constants and( i 51
p a i5p.

The residue at the point of infinity of the mapping of Eq.~45!
is

b2152
1

2
b1F(

i 51

p

~a i21!~a i22!l i
2

12(
i 51

p

(
j 5 i 11

p

~a i21!~a j21!l il j G . ~46!

Hence

ad52
1

2
pb1

2F(
i 51

p

~a i21!~a i22!l i
2

12(
i 51

p

(
j 5 i 11

p

~a i21!~a j21!l il j G . ~47!

Various particular choices of the polygonal shapey5 f (x)
for uxu<1 are now considered.

1. Arbitrary triangle

Thus p53, a11a21a353, vertices at L1

(21,0),L2(L,H) and L3(1,0); a ridge ~groove! occurs
when H is negative ~positive!; l1521, l250 and l3

5(a121)/(a321). Then

z5b1E
0

z

~z11!a121za221~z2l3!22a12a2 dz1L1 iH ,

~48!

b15@~12L !21H2#1/2/I , ~49!

whereI is the integral

I 5E
0

l3
~j11!a121ja221~l32j!2a12a2 dj

5l3
22a1G~a2!G~32a12a2!2

3F1~12a1 ,a2 ;32a1 ;2l3!/G~32a1!, ~50!

which is evaluated from Gradshteyn and Ryzhik24 ~p. 287!,
whereG(x) is the Gamma function and2F1(a,b;c;z) is the
hypergeometric function. Then,

b215~12a2!l3b1 /2, ~51!

am5H, ~52!

ad5p~12a2!l3
2a123

@~12L !21H2#G2~32a1!/@2G2~a2!

3G2~32a12a2!2F1
2~12a1 ,a2 ;32a1 ;2l3!#. ~53!

2. Isosceles triangle

The above results simplify somewhat. Seta15a35a

( 1
2<a< 3

2) andL50, thenl1521, l250,l351. Thus,

z5b1E
0

zS z221

z2 D a21

dz1 iH , ~54!
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b15G~a21/2!/p1/2G~a!, ~55!

b215~12a!b1 /2, ~56!

am5H, ~57!

ad5~a21!G2~a21/2!/G2~a!. ~58!

These results were obtained before.18 The dipole amplitude
ad in Eq. ~58! is equal to the expression obtained by Sabina
and Willis18 @Eq. ~6.19!# although it is written differently.

3. One edge crack

The limiting case of a vertical surface crack of depthH
is interesting: nowa51/2 in Eqs.~54! to ~58!; then

am50, ~59!

ad52p/2. ~60!

The value given in Eq.~60! agrees with a known result,29

which were obtained differently. Thus, the scattering cross
sections become

SN5e3p cos2 c/4, ~61!

SD5e3p sin2 c/4. ~62!

4. Two neighboring edge cracks

Another interesting calculation can be done for two ver-
tical neighboring edge cracks of the same size. Their pen-
etration isH and they are separated a dimensionless distance
of two; see Fig. 3. The Schwarz–Christoffel transformation,
Eq. ~45!, involves six vertices, i.e.,p56, so that

z5b1E
0

z

~z22k2
2!@~z221!~z22k1

2!#21/2dz,

0,k1,k2,1, ~63!

with

b15@~12k2
2!K~k1!2E~k1!#21, ~64!

whereK(k) and E(k) are the complete elliptic integrals of
the first and second kind, respectively, with modulusk. The
parametersk1 and k2 are not independent. They can be
shown to be related through the following equation

k2
25E8~k1!/K8~k1!, ~65!

whereK8(k) andE8(k) are the associated complete elliptic
integrals of the first and second kind, respectively. They are
given by

K8~k!5K~k8!, ~66a!

E8~k!5E~k8!, ~66b!

wherek8 is the complementary modulus related tok, i.e.,

k2512k82 . ~67!

The residue of Eq.~63! at the point of infinity is simply
derived. It is given by

b215b1~2k2
22k1

221!/2. ~68!

It can be shown also that

b154K82~k1!/p2. ~69!

The monopole and dipole amplitudes are easily computed.
Thus

am50, ~70!

ad52~2k2
22k1

221!K82~k1!/p. ~71!

Also, it can be shown that the depthH is related tok1 andk2

through

p2H54k2K82~k1!@K8~k12!2E8~k12!#, k125k1 /k2 . ~72!

Figure 4 shows a plot of the dipole amplitudead against
depthH. The amplitudead of the dipole decreases monotoni-
cally with depthH. From aboutH51.5,ad is asymptotically
equal to a line of slope corresponding to an angle of, ap-
proximately,229.74°. Also the value of Eq.~60! for a single
crack of unit depth is shown there. This amplitude value is
seen to be the same as that due to two edge cracks of depth
close to 3, because, probably, of constructive and destructive
interference. One edge crack is more noticeable in the far
field than two neighboring cracks of the same size.

VI. CONCLUDING REMARKS

Near and far field expressions were obtained for the Di-
richlet problem of the low-frequency scattering of plane har-
monic waves by a compact rough half-plane. The near field
problem is solved using a conformal mapping. To the second

FIG. 3. Two neighboring edge cracks of depthH separated a normalized
distance of two.

FIG. 4. It shows a plot of the dipole amplitudead against crack depthH for
two neighboring edge cracks. The amplitude of a simple crack is also shown
by the open circle.
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order in the small parameter, the near field is given as an
integral over the rough boundary only. As for the far field,
the leading order term is a dipole of amplitudead , the same
coefficient which appears in the corresponding expression
for the Neumann problem. Moreover, it is shown that it can
be calculated as the product of two coefficients of the con-
formal mapping. Expressions for the leading third order
term, of the scattering cross section of both the Dirichlet and
Neumann problems are obtained. In the Neumann problem
another coefficient, the source monopole of the far field
comes into play. Some examples of simple conformal trans-
formations are worked out, that is, formulas for the mono-
pole and dipole amplitudes, and the scattering cross section
are explicitly obtained. These include arcs of circle: semicir-
cular valley or ridge, polygonal irregularities: arbitrary tri-
angle, isosceles, one or two edge cracks. Other examples
~rectangle, trapezoid! can be found in Ref. 18.
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APPENDIX

It is clear, from a physical point of view, that the coef-
ficients of the expansion Eq.~8a! cannot depend on any local
properties of the scatterers surface since a long wavelength
situation is dealt with. The coefficientsajl have to be con-
nected with the global characteristics of the scatterers. The
productb1b21 @see formulas given by Eqs.~26! and~30!# is
such a characteristic. If the conformal mapping Eq.~22! were
fixed by the condition

z5z~z!5z1b̃01
b̃21

z
1•••, ~A1!

the global characteristicb1b21 will be equal to b̃21 , evi-
dently. In the case whenf (x).0,21,x,1, it is possible to
expressb1b215a10/p in terms of the classical polarization
tensorei j .30 The definition of one such example follows.

Let c i(x1 ,x2), i 51,2, be the solution of the exterior
Dirichlet problem

S ]2

]x1
2

1
]2

]x2
2D c i~x1 ,x2!50, in V, ~A2!

uc i u<constant, inV, ~A3!

c i5xi1ci on ]V, ~A4!

whereci is a constant,V is a compact domain inR2, i.e.,
V,R2. The constantsci are fixed in such a way that

c i~x1 ,x2!50 as r 5~x1
21x2

2!1/2→`. ~A5!

Equations~A2! and ~A5! imply

c i~x1 ,x2!5(
j 51

2

ei j

] ln r

]xj
1OS 1

r 2D , ~A6!

as r→`; by definition the constantsei j are the components
of the polarization tensor. The matrixei j is symmetric and
positive definite. The tensorei j is an important global char-
acteristic of the domainV.

Consider now the Dirichlet problem Eq.~18!. The sym-
metry principle of harmonic functions gives the possibility to
continuew(x,y) to the half-planey,0 by means of the for-
mula

w~x,y!52w~x,2y!. ~A7!

The continued functionw(x,y) is the solution of the Dirich-
let problem

Dw~x,y!50,

w522iy sinc on uyu5 f ~x!, 21<x<1. ~A8!

Then, asr→`,

w~x,y!522i sinc b1b21

]

]y
ln r 1OS 1

r 2D . ~A9!

Let x15x, x25y in Eqs.~A2! to ~A8!. From the comparison
of Eqs.~A2! to ~A6! and Eqs.~A8! to ~A9!, it is obtained that

e225b1b21 , e125e2150, ~A10!

and the equality

a1052ad sinc52
1

p
e22.

It is clear from Eqs.~28!–~30! that ad5pe22.0, in accor-
dance with the positiveness of the matrixei j .

The possibility to expressei j in terms of the conformal
mapping is not unexpected. See Babichet al.31 for results
which apply to an analog ofei j to elasticity.

It is possible to apply the symmetry principle to the
scattering problem of Eqs.~1!–~3!, if f (x).0. The problem
of the scattering of two plane waves by a compact scatterer is
obtained. However, this approach, not used here, does not
lead to any simplifications.
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Propagation of flexural guided waves in a fluid-loaded transversely isotropic cylinder is studied.
Numerical results are presented for a cobalt cylinder immersed in water. The phase velocities are not
significantly affected except for several modes in which the energy leakage occurs into the fluid over
certain frequency ranges. Attenuation spectra for the leaking modes are plotted. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1348299#

PACS numbers: 43.20.Jr, 43.20.Mv, 43.35.Cg@ANN#

I. INTRODUCTION

Modes of propagation of free time harmonic waves in a
homogeneous isotropic cylinder were studied more than a
century ago by Pochhammer1 and Chree.2 The frequency
equation, determining the frequencies as functions of the
wave number, is transcendental and recourse has to be made
to numerical techniques. Mindlin and co-workers3,4 devel-
oped the method of bounds to plot dispersion relations for
axially symmetric waves. Meeker and Meitzler5 have re-
viewed wave propagation in free plates and cylinders.

Let ur , uu , anduz denote components of the displace-
ment, respectively, in the radial, circumferential and axial
directions with respect to a polar coordinate system. Three
types of waves can exist in a free cylinder:

~1! A torsional wave in whichur[uz[0 anduu is indepen-
dent ofu.

~2! A longitudinal or an axisymmetric wave in whichuu

[0 and bothur anduz are independent ofu.
~3! A flexural wave in which all three components exist and

depend on the angleu.

In a fluid-loaded cylinder, the torsional wave is not affected
since its displacement is parallel to the fluid surface. On the
other hand, both longitudinal and flexural waves have a com-
ponent normal to the interface and, if their phase velocity
exceeds that of sound in the surrounding fluid, energy is
transferred from the cylinder to the fluid.

Recently Dayal6 studied longitudinal vibrations of a
fluid-loaded transversely isotropic~TI! cylinder. However,
Nagy7 pointed out a flaw in the representation used by
Dayal6 which invalidates most of his results. Nagy7 has pre-
sented dispersion curves and attenuation spectra for a glass/
epoxy composite rod immersed in water.

In the present paper we shall generalize Nagy’s results
to include flexural vibrations of a TI cylinder immersed in a
fluid. For the potentials we use a representation introduced
by Buchwald.8 This representation is ideally suited for TI
materials and has been used with success in dealing with
forced vibrations of a TI cylinder insonified by a harmonic
acoustic wave.9,10We introduce the Christoffel matrix for the
n-th partial wave, two of whose eigenvalues are identical to
those obtained by Nagy7 for the axisymmetric case. The free

boundary conditions on the cylinder’s surface give a 333
matrix which leads to the dispersion relations for a free cyl-
inder. Finally we modify the boundary conditions to take
into account fluid-loading and calculate the modified disper-
sion relations and the attenuation curves for a cobalt cylinder
immersed in water.

II. FREE CYLINDER

We consider a cylinder of infinite length and radius
‘‘ a’’, the axis of the cylinder is assumed to coincide with the
axis of symmetry of the material. The density of the cylinder
is denoted byr1 and is assumed to be surrounded by a fluid
of densityr0 . The velocity of sound in the fluid is denoted
by c. We choose thez-axis of a cylindrical coordinate system
(r ,u,z) along the axis of symmetry of the TI material. Let
ur , uu, uz be the components of the displacement. The
Buchwald representation8

ur5
]w

]r
1

1

r

]x

]u
, ~1a!

uu5
1

r

]w

]u
2

]x

]r
, ~1b!

uz5
]c

]z
, ~1c!

reduces the equation of motion for the displacement in a TI
material, to the following equations:11

c11F ]2w

]r 2
1

1

r

]w

]r
1

1

r 2

]2w

]u2G
1c44

]2w

]z2
1~c131c44!

]2c

]z2
5r1

]2w

]t2
, ~2a!

~c131c44!F ]2w

]r 2
1

1

r

]w

]r
1

1

r 2

]2w

]u2G
1c44F ]2c

]r 2
1

1

r

]c

]r
1

1

r 2

]2c

]u2G1c33

]2c

]z2
5r1

]2c

]t2
, ~2b!
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1

2
~c112c12!F ]2x

]r 2
1

1

r

]x

]r
1

1

r 2

]2x

]u2G1c44

]2x

]z2
5r1

]2x

]t2
,

~2c!

wherec11, etc. are the elastic constants for the material. We
assume that, at any point in the cylinder,

w5 (
n50

`

BnJn~br !cos~nu!exp$ i ~kz2vt !%, ~3a!

c5 (
n50

`

CnJn~br !cos~nu!exp$ i ~kz2vt !%, ~3b!

x5 (
n50

`

DnJn~gr !sin~nu!exp$ i ~kz2vt !%, ~3c!

whereJ denotes Bessel function of the first kind andb, g are
to be determined. Substitution of Eqs.~3! in Eqs.~2! gives

F c11b
22~r1v22c44k

2! ~c131c44!k
2 0

~c131c44!b
2 c44b

22~r1v22c33k
2! 0

0 0 1
2~c112c12!g

22~r1v22c44k
2!
G F Bn

Cn

Dn

G5F 0
0
0
G . ~4!

The aboveChristoffel matrixcontains the matrix pertaining
to the axisymmetric waves as a sub-matrix. For a nontrivial
solution,b must be determined from the equation

c11c44b
42Eb21F50, ~5!

where

E5~c131c44!
2k21c11~r1v22c33k

2!

1c44~r1v22c44k
2!, ~6!

and

F5~r1v22c44k
2!~r1v22c33k

2!. ~7!

The parameterg is found to be

g25
2~r1v22c44k

2!

c112c12

. ~8!

Equations similar to Eqs.~5! and ~8! were obtained by Ah-
mad and Rehman9 and Honarvar and Sinclair10 where the
response of a TI cylinder to an incident harmonic wave was
studied. However, in such a problem the frequency and wave
number are related by the equationv5ck. In the problem
under consideration in this paper, our goal is to find a dis-
persion relation forced by the boundary conditions.

DefineD5AE224c11c44F. The roots of Eq.~5! can be
written as

b1
25~E2D!/~2c11c44!, b2

25~E1D!/~2c11c44!. ~9!

The general solution now takes the form

w5 (
n50

`

@BnJn~b1r !1q2CnJn~b2r !#

3cos~nu!exp$ i ~kz2vt !%, ~10a!

c5 (
n50

`

@q1BnJn~b1r !1CnJn~b2r !#

3cos~nu!exp$ i ~kz2vt !%, ~10b!

x5 (
n50

`

DnJn~gr !sin~nu!exp$ i ~kz2vt !%, ~10c!

whereq1 andq2 are theamplitude ratios

q152
c11b1

21~c44k
22r1v2!

~c131c44!k
2

, ~11a!

q252
~c131c44!k

2

c11b2
21~c44k

22r1v2!
. ~11b!

To find the dispersion relation for the free cylinder, compo-
nents of the displacement are calculated from Eqs.~1!. Com-
ponents of the strain tensore, in polar coordinates, are given
in Achenbach12 ~p. 74!. For a TI material the components
s rr , s ru ands rz of the stress tensor are given by

s rr 5c11« rr 1c12«uu1c13«zz, ~12a!

s ru5~c112c12!« ru , ~12b!

s rz52c44« rz . ~12c!

For a free rod, the boundary conditions, atr 5a, are

s rr 5s ru5s rz50. ~13!

When we insert the potential functions in the boundary con-
ditions Eqs.~13! we get the following system of equations

F a11 a12 a13

a21 a22 a23

a31 a32 a33

G F Bn

Cn

Dn

G5F 0
0
0
G , ~14!

where the elementsai j of the matrixA5(ai j ) are given in
the Appendix. The secular equation,

Det~A!50, ~15!

is to be solved to find a dispersion relation betweenv andk.
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III. FLUID-LOADED CYLINDER

Now we consider the cylinder to be immersed in a fluid
of densityr0 in which the velocity of the acoustic wave isc.
The pressurep(r ,u,z) can be taken in the form

p5 (
n50

`

PnHn~g f r !cos~nu!exp$ i ~kz2vt !%, ~16!

whereHn denotes the Hankel function of the first kind, of
ordern. The choice is made because we require Eq.~16! to
asymptotically represent an outgoing wave. The radial wave
numberg f is defined as

g f5AS v

c D 2

2k2. ~17!

At the interface,r 5a, the following boundary conditions are
applied:

~1! The normal component of the displacement must be con-
tinuous across the interface.

~2! The pressure in the fluid must be equal to the normal
component of stress in the solid.

~3! The tangential components of stress must vanish at the
surface of the solid.

The above conditions lead to the following equations.
For r 5a,

2
1

r0

]p

]r
5

]2ur

]t2
, s rr 52p, s ru50, s rz50.

~18!

Instead of Eq.~14! we now get the following system of equa-
tions:

F b11 b12 b13 b14

b21 a11 a12 a13

0 a21 a22 a23

0 a31 a32 a33

G F Pn

Bn

Cn

Dn

G5F 0
0
0
0
G , ~19!

where the 434 matrix on the left hand side of Eq.~19!, apart
from its first row and the first column, is identical with the

matrix A which appears in Eq.~14!. The elementsbi j are

b115
1

r0v2
g faHn8~g fa!, b1252b1aJn8~b1a!,

b1352q2b2aJn8~b2a!, ~20!

b1452nJn~ga!, b215Hn~g fa!a2.

The dispersion relations for the fluid-loaded cylinder are
found by solving the secular equation

detF b11 b12 b13 b14

b21 a11 a12 a13

0 a21 a22 a23

0 a31 a32 a33

G50. ~21!

IV. RESULTS AND DISCUSSION

For each value ofn, i.e., n50,1,2, . . . , Eq.~15!, for a
free rod, and Eq.~21! for a fluid-loaded rod, determine an
infinite number of dispersion curves. The casen50 is par-
ticularly simple. The displacement has only two components,
ur and uz , which are independent ofu. Thus we have an
axisymmetric wave; explicitly

ur52@B0b1J1~b1r !1q2C0b2J1~b2r !#

3exp$ i ~kz2vt !%, ~22!

uz5 ik@q1B0J0~b1r !1C0J0~b2r !#exp$ i ~kz-vt !%. ~23!

When the analysis is carried through, we get Eqs.~7! and
~10!, respectively, of Nagy.7

Figure 1 shows the calculated dispersion curves for the
longitudinal modes~i.e., n50) for a cobalt cylinder im-
mersed in water. Material properties for the metal are taken
from Landolt and Bornstein12 and are reproduced in Table I.

The density of water isr051000 kg/m3 and c51475
m/s.10 Fluid-loading significantly perturbs the spectrum of
the guided waves only when the density ratio (r0 /r1) '1. In
the present case this ratio is 0.11 and the dispersion curves of
the fluid-loaded cylinder have not been shown since they
essentially overlap the curves for the free cylinder. The phase
velocity has been normalized to the bar velocitycb

5AEa /r1, where Ea5c3322c13
2 /(c112c12). The lowest

mode exhibits the expected behavior in that the normalized
velocity approaches unity at low frequencies.

Figure 2 shows first six dispersion curves for the first
group of flexural modes, i.e., corresponding ton51. It is
usual to denote thei-th mode belonging to the indexn as
(n,i ). Again the curves for the fluid-loaded rod are indistin-
guishable from those of the free rod. The wave numbers for
all modes, (1,i ), i>2, have a small imaginary part giving

FIG. 1. Dispersion curves for the first four longitudinal modes in a cobalt
cylinder.

TABLE I. Material properties of cobalt.

Stiffness 1011 N/m2 Density kg/m3

c11 c12 c13 c33 c44 r1

2.95 1.59 1.11 3.35 0.71 8900
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rise to leakage of energy from the solid to the fluid. The
lowest mode~1,1! is undamped as long as its phase speed is
less than that of sound in the fluid. For cobalt this corre-
sponds tov/cb50.355 in Fig. 2. Since all higher modes have
speeds greater than 0.5cb , they suffer from attenuation for
all frequencies. For the same reason, all axisymmetric modes
of Fig. 1 are also damped. In Fig. 2 all modes from~1,3!
upward appear to be asymptotically approaching the velocity
Ac44/r1 but the lowest mode will approach the Rayleigh
velocity. Such behavior is also exhibited by waves propagat-
ing in an isotropic plate; see Fig. 13 in U¨ berall.13 Similarity
between the two cases is not surprising since for very large
radius the effect of curvature on the wave propagation in a
cylinder becomes minimal.

Figures 3 and 4 show the attenuation spectra of a cobalt
cylinder immersed in water. The normalized attenuation
8.68a Im(k) is plotted as a function of the normalized fre-
quency. In Fig. 3 we have plotted attenuation curves of the
first three longitudinal modes of the fluid-loaded rod. For the
lowest mode the attenuation increases, first rapidly then al-
most linearly with frequency. On the other hand, the~0,2!
and~0,3! modes are highly damped near their cutoff frequen-
cies but for~0,2! the damping disappears near the normalized
frequencya f52.39 and the attenuation for the~0,3! mode
becomes small whenaf exceeds 3.98. In Fig. 4 plotted at-

tenuation curves are given for the~1,1!, ~1,3! and ~1,4!
modes. The attenuation of the mode~1,5! is so small that it
cannot be shown on the scale used in Figs. 3 and 4. Its
spectrum is shown in Fig. 5 in which the attenuation has
been multiplied by a factor of 100. A comparison of Figs. 3
and 4 indicates that the attenuation for the flexural modes is
relatively small as compared with the longitudinal ones. For
high frequencies, the leaky modes approach the leaky Ray-
leigh mode and, in this limit, the attenuation is proportional
to the normalized frequencyaf.

V. CONCLUSIONS

We have generalized the results of Nagy7 to include the
propagation of flexural waves in a fluid-loaded rod of circu-
lar cross section. An earlier attempt by Dayal6 to solve the
problem failed due to an incorrect representation for the po-
tential functions. The representation used in this paper helps
to solve the problem conveniently.

The flexural modes for the free rod exhibit the expected
asymptotic behavior. Leaky attenuation spectra for the axi-
ally symmetric as well as flexural modes have also been
plotted.

FIG. 2. Dispersion curves for the first six modes belonging to the first group
~i.e., n51) of flexural modes.

FIG. 3. Leaky attenuation spectra for the longitudinal modes in the fluid-
loaded rod.

FIG. 4. Leaky attenuation spectra for the flexural modes in the fluid-loaded
rod.

FIG. 5. Leaky attenuation spectrum for the~1,5! mode in the fluid-loaded
rod.
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APPENDIX

a115c11Jn9~b1a!~b1a!21c12$Jn8~b1a!b1a2n2Jn~b1a!

2c13~ka!2q1Jn~b1a!,

a125c11q2Jn9~b2a!~b2a!21c12$q2Jn8~b2a!b2a

2q2n2Jn~b2a!%2c13~ka!2Jn~b2a!,

a1352n~c112c12!$Jn~ga!2~ga!Jn8~ga!%,

a2152n$Jn~b1a!2~b1a!Jn8~b1a!%,

a2252nq2$Jn~b2a!2~b2a!Jn8~b2a!%,

a2352Jn9~ga!~ga!21Jn8~ga!ga2n2Jn~ga!,

a315~11q1!b1aJn8~b1a!,

a325~11q2!b2aJn8~b2a!,

a335nJn~ga!.
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Gas bubble pulsation in a semiconfined space subjected
to ultrasound
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In the case of ultrasound application in biological tissues, gas bubbles might form and collapse
within cells, in the intercellular spaces and on tissue surfaces. In this work the effect of confined
space on the behavior of the gas bubble in the presence of ultrasonic field is studied. A numerical
model for bubble pulsation in a planar liquid layer, bounded by two rigid walls, is developed.
Surface tension at the interface between the host liquid and the gas in the bubble is considered as
well. A mathematical statement and solution technique based on the boundary integral method are
presented. In some cases, the bubble divides into two symmetrical parts and high-velocity jets are
generated, aimed at the walls. The final velocity of the jets strongly depends on the surface tension
of the host liquid. Two new parameters that predict the occurrence of jet formation are developed.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1346683#

PACS numbers: 43.25.Yw@MAB #

I. INTRODUCTION

Ultrasound irradiation in liquid may produce rapidly os-
cillating and collapsing gas- and vapor-filled bubbles. Pat-
terns of the bubbles formation and collapse significantly de-
pend on the fluid properties, the geometry of the boundaries
in the vicinity of the bubbles, and the characteristics of the
ultrasound field. Most previous theoretical studies on bubble
dynamics have focused on infinite, where no boundaries are
considered, or semi-infinite domains where the boundary is a
rigid plane.

Single bubbles surrounded by an infinite mass of homo-
geneous incompressible fluid collapse symmetrically. When
placed in the vicinity of a rigid wall, bubbles collapse in a
different pattern. The behavior of a pulsating bubble adjacent
to a rigid wall was studied numerically by Blakeet al.
~1986!, Zhanget al. ~1993, 1994!, Satoet al. ~1994!, assum-
ing that the liquid around the bubble is inviscid, incompress-
ible, and irrotational. They found that wall-directed reentrant
jet is formed in the later phase of the collapse. This jet im-
pacts with the side of the bubble closest to the wall, creating
a toroidal-shaped bubble and a shear layer develops along
the impact interface. In some cases, towards the end of the
collapse phase, the gas-filled bubble reaches a minimum vol-
ume and then, due to its high internal pressure, begins to
grow again~rebound!. The pressure on the wall was pre-
dicted to reach a maximum value when the bubble starts to
rebound. Both the period and the amplitude of the bubble
oscillation are related to the bubble distance from a wall.

In the case of ultrasound application to biological tis-
sues, bubbles might form and collapse within cells, in the
intercellular spaces and on tissue surfaces.

In this work we studied the effect of confined space on
the bubble behavior. In biological tissues there are three
types of confinement:~i! a half infinite space relative to the
bubble size such as the bladder, heart ventricles, or even the

large blood vessels;~ii ! a thin semi-infinite liquid film be-
tween two walls such as the cavities of the peritoneum, the
pleura, and the dura where the distance between the walls is
comparable to a typical diameter of a bubble and the other
dimensions are much greater; and~iii ! cells where all three
dimensions are of the order of a bubble diameter. As de-
scribed above, the first type of confinement is covered by all
studies devoted to a bubble cavitation near a wall in a semi-
infinite space. To the best of our knowledge, there are no
theoretical or experimental data describing bubble collapse
within a bounded domain of the second and third type. Here,
we developed a numerical model for bubble pulsation in a
tissue volume of the second type~bounded by two parallel
planar walls!. Surface tension at the interface between the
host liquid and the gas in the bubble was considered as well.

II. MATHEMATICAL STATEMENT OF THE PROBLEM

A space between two rigid walls is filled with a liquid. A
gas bubble with initial radiusR0 is placed between the walls
on equal distances from them~see Fig. 1!. The initial pres-
sure in the liquid and inside the bubble is assumed uniform
and equal toP0 . From the initial moment, an oscillatory
pressure field with frequencyf̄ and amplitudeA is applied to
the liquid

P̄`5P0@11A sin~vt1b0!#. ~2.1!

Here,v52p f̄ .
The following assumptions are made:~i! viscous effects

are neglected on the grounds that the time scale for viscous
diffusion is much longer than a typical time scale of bubble
collapse;~ii ! effects of buoyancy can be neglected due to
small lifetime and volume associated with the growth and
collapse of a bubble;~iii ! liquid compressibility effects are
generally negligible. The following dimensionless variables
and parameters were introduced:a!Author to whom correspondence should be addressed.
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Here, dimensional variables and parameters are denoted by
an overbar. The coordinates arex̄, ȳ, andz̄, t is the time, 2h̄
is the distance between the walls,R̄ is the radius vector,R̄m

is the local mean radius of curvature of the bubble surface,
V0 is the initial volume of the bubble,V̄ is the current vol-
ume of the bubble,Q̄ is the velocity potential,C̄ is the
spatial derivative of the potential taken along inner normal to
the bubble surface,Ū is the absolute velocity of the bubble
surface,s̄ is the surface tension,P̄v is the partial pressure of
the water vapor inside the bubble,P̄i ,0 is the initial pressure
in the bubble,rL is the liquid density,f c is the bubble natural
frequency

f c5
1

2pR0
A3kP022s̄/R0

rL
,

andk is the adiabatic constant of the gas.
The fluid dynamics may be thereafter modeled by con-

sidering the fluid to fulfill the Laplace equation for the po-
tential field

¹2Q50, ~2.2!

in the domain:2h<z<h; 2`,x,`; 2`,y,`.
The boundary condition on the bubble surfaceS0 is de-

termined from the Bernoulli equation

]Q

]t
5DS P`2PL1

2s

Rm
D2

U2

2
. ~2.3!

Assuming adiabatic process where the heat transfer between
the bubble and the surrounding liquid is neglected, the di-
mensionless pressure inside the bubble is

PL5Pv1~Pi ,012s!~V!2k. ~2.4!

The boundary conditions on the walls are

]Q

]z
50 at z56h, ~2.5!

and the initial conditions are

R51; Q50 at t50. ~2.6!

The problem~2.2!–~2.6! for a bubble between two close
walls may be converted to the problem of an array of bubbles
in an infinite liquid space. Note that the problem of a bubble
near one wall was solved introducing an image bubble, po-
sitioned symmetrically to the real bubble relative to the wall.
In our case we introduce a system ofM image bubble pairs,
in addition to the real bubble, in an infinite space~Fig. 2!.
The image bubbles are placed along thez axis with a dis-
tance between two successive bubble centers equal to 2h.
The boundary conditions on the surfaces of the image
bubbles are the same as for the real bubble. The solution of
the problem~2.2!–~2.6! is obtained whenM approaches in-
finity. Thereafter, we solve the Laplace equation~2.2! in a
semi-infinite space, bounded with surfaces of the real and
image bubblesøSm m50,61,...,6M with boundary condi-
tion ~2.3! on the surfaces. The technique may be easily ex-
tended to a bubble located in a different distances from the
two walls.

FIG. 1. Schematics of the problem.

FIG. 2. System of the image bubbles.
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III. THE SOLUTION TECHNIQUE

The solution of the Laplace equation for each pointp
over the real bubble surfaceS0 may be expressed with help
of Green’s functions@Tikhonov et al. ~1990!#

Q~p!5
1

2p (
m52M

M E E
Sm

S FCG2Q
]G

]n G Dds. ~3.1!

Here, pPS0 , C[]Q/]n, G51/up2qu is the Green func-
tion, q is the integration point, andn is the inner normal to
the surface in the integration pointq. Note that in the sum
m50 corresponds to the real bubble surface andm561,
62,...,6M to the image bubble surfaces. In a spherical sys-
tem of coordinatesr, b, u ~see Fig. 1, origin at the center of
the real bubble! the real bubble surface is replaced byN
21 segmentsS0 j that satisfy at the initial moment the con-
ditions

b̂ j<b<b̂ j 11 ; 0<u<2p;

b̂ j52
p

2
1

p

N21
~ j 21!; j 51,2,...,N.

After discretization, the solution will locate at each time the
disposition and shape of each segmentS0 j . Based on the
integral ~3.1! the following expressions may be written:

Q i5
1

2p (
j 51

N21

(
m52M

M E E
Sm j

S FCGi2Q
]Gi

]n G Dds. ~3.2!

Here, Q i is the value of the potential in the surface point
pi5@R(b i),b i ,0#; Gi51/upi2q(b,u)u is the Green function
for this point and the integration pointq5@R(b),b,u# on
the surfaceSm j .

Solution of the integral equations~3.2! was carried out
numerically. Following Blakeet al. ~1986!, unknown func-
tions Q and C are expressed with their values on the seg-
ment boundaries

Q5Q j~12j!1Q j 11j; C5C j~12j!1C j 11j,
~3.3!

wherej is in the range@0, 1#.
The functionsRj (j,t) and b j (j,t) were approximated

inside thejth segment with quadratic Hermite splines with
additional internal knots~Späth, 1995!

Rj~j,t !5c01j~ t !1c11j~ t !j1c21j~ t !j2; 0<j<za j~ t !;
~3.4!

Rj~j,t !5c02j~ t !1c12j~ t !~j2za j!1c22j~ t !~j2za j!
2;

za j~ t !<j<1;

b j~j,t !5d01j~ t !1d11j~ t !j1d21j~ t !j2; 0<j<zb j~ t !;
~3.5!

b j~j,t !5d02j~ t !1d12j~ t !~j2zb j!1d22j~ t !~j2zb j!
2;

zb j~ t !<j<1; 1< j <N21.

The coefficientscik j (t) and dik j (t) in Eq. ~3.5! are deter-
mined by fulfilling the continuity and smoothness conditions
for the curves on the segment boundaries and the internal
knotsza j andzb j .

Using the interpolations of Eq.~3.5!, one converts the
integral in Eq.~3.2! to

Q i5
1

2p (
j 51

N21

(
m52M

M E
0

1E
0

2pF $C j~12j!1C j 11j%Gi

2$Q j~12j!1Q j 11j%
]Gi

]n Gsj~j!du dj

i 51,2,...,N, ~3.6!

where

sj~j![Rj~j,t !cos@b j~j,t !#AṘj
21~Rj ḃ j !

2;

Ṙj[~]Rj /]j!; ḃ j[~]b j /]j!.

Equations~3.6! may be represented as a system ofN linear
algebraic equations for the unknown variablesC j , j
51,2,...,N

(
j 51

N

Bi j C j5Ai ; i 51,2,...,N; j 51,2,...,N, ~3.7!

where Bi j 5b2,i , j 211b1,i , j for i51,2,...,N; j 52,3,...,N
21;

Bi ,15b1,i ,1 ; Bi ,N5b2,i ,N21 ; ~3.8!

Ai52pQ i1 (
j 51

N21

~Q ja1,i , j1Q j 11a2,i , j !; i 51,2,...,N;

~3.9!

ak,i , j5E
0

1

Mk~j!sj~j!E
0

2p

(
m52M

M
]Gi

]n
du dj; ~3.10!

bk,i , j5E
0

1

Mk~j!sj~j!E
0

2p

(
m52M

M

Gidu dj; ~3.11!

Mk~j![H 12j; k51

j; k52
.

For further use, we represent coefficientsak,i , j andbk,i , j as a
sum

ak,i , j5ak,i , j
r 1 (

m52M

21

ak,i , j
f m 1 (

m51

M

ak,i , j
f m ;

bk,i , j5bk,i , j
r 1 (

m52M

21

bk,i , j
f m 1 (

m51

M

bk,i , j
f m ,

where

ak,i , j
r 5E

0

1

Mk~j!sj~j!E
0

2p ]Gi

]n
du dj,

whereqPS0 j ,

ak,i , j
f m 5E

0

1

Mk~j!sj~j!E
0

2p ]Gi

]n
du dj,

whereqPSm j , m561, 62,...,6M ,

bk,i , j
r 5E

0

1

Mk~j!sj~j!E
0

2p

Gidu dj,

893 893J. Acoust. Soc. Am., Vol. 109, No. 3, March 2001 B. Krasovitski and E. Kimmel: Gas bubble pulsation



whereqPS0 j ,

bk,i , j
f m 5E

0

1

Mk~j!sj~j!E
0

2p

Gidu dj, ~3.12!

whereqPSm j , m561,62,...,6M .
The surface integrals~3.10! and ~3.11! were reduced to

ordinary integrals, using the elliptic integrals concept. The
integrals were computed numerically except for a close vi-
cinity to the pointspi , where the integrands have singularity
and had to be computed analytically~see the Appendix!.

A full scheme of the computational algorithm follows
below. For a certain momentt with a known set of values
Q i , Ri , b i , the coefficientsAi and Bi j in Eqs. ~3.8! and
~3.9!, respectively, are calculated. Then, by introducingAi

and Bi j into Eq. ~3.7!, a set of the normal velocitiesC i is
determined. To continue further, we use the boundary con-
dition ~2.3!, which is transformed into Lagrange coordinates,
in order to calculate the new value of the potential and radius
vector of the fluid particle at the next time step. The new
value of the potential (Q i8) is

Q i85Q i1FDS P`2PL1
2s

Rm j
D1

Ui
2

2 GDt, ~3.13!

where Ui is the absolute velocity of theith point on the
surface.Ui5AC i

21Ti
2; i—tangential velocities of theith

point.
The fluid particle with coordinates@R̂i ,b̂ i # arrives at

momentt1Dt to the point with coordinates@R̂ii8 ,b̂ i i8 #, where
R̂i85R̂i1DR̂i ; b̂ i85b̂ i1Db̂ i ;

DR̂i5Dt@C i sin~ b̂ i2gmi!1Ti cos~ b̂ i2gmi!#;
~3.14!

Db̂ i5
Dt

R̂i
@C i cos~ b̂ i2gmi!2Ti sin~ b̂ i2gmi!#.

Note that here we use the following notation:R̂i[Ri(0,t);
b̂ i[b i(0,t).

The anglegmi is defined between the tangent to the sur-
face at pointpi ~in the planexoz! and the axisox. In sum-
mary, the new setQ i8 , R̂i8 , b̂ i8 for the timet1Dt is obtained
and the procedure is repeated in the next time step.

In order to increase stability of the algorithm, the values
of coefficientsak,i , j

r were normalized in the following way.
According to Gauss flux theorem, for the pointspiPS the
integral over the real bubble surface is

Tri 5 (
k51

2

(
j 51

N21

ak,i , j
r 5E E

So

]Gi

]n
ds52p. ~3.15!

After calculating the coefficientsak,i , j
r @see Eq.~3.10!# for a

given i, the valuesTi were calculated and each component
ak,i , j

r was multiplied by the correction coefficientki

52p/Ti and thus Eqs.~3.15! were satisfied. It worth noting
that one can verify the calculations by checking Eqs.~3.15!.

IV. RESULTS AND DISCUSSION

The first case is a simulation of a bubble pulsation near
a single wall, where the bubble surface contours are shown
in Figs. 3 and 4. This case has been solved before@Blake
et al. ~1986!, Satoet al. ~1994!# and is used to test and illus-
trate the developed technique forM51 @see Eq.~3.1!#. Here,
we considered an air-filled bubble, situated near a flat wall.
The distance between the bubble center and the wall was
assumed to be equal to the initial bubble diameter (h52),

FIG. 3. Evolution of the bubble shape during collapse. Bubble near wall.
Initial stage of the collapse.R0510mm; f 50.5; h52.

FIG. 4. Evolution of the bubble shape during collapse. Bubble near wall.
Final stage of the collapse.R0510mm; f 50.5; h52.

FIG. 5. Evolution of the bubble shape during collapse. Bubble between two
walls. Initial stage of the collapse.R0510mm; f 50.5; h52.
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the dimensionless frequency of the applied ultrasound was
f 50.5, amplitudeA50.8. For simplicity, we denote by
‘‘north pole’’ the point on the bubble surface, farthest from
the wall, and ‘‘south pole’’ for the point closest to the wall.
At the first phase (0,t,3.3) the bubble expands up to a
maximal dimensionless radius of about 1.46 for the north
pole and 1.4 for the south pole. Apparently, this difference is
attributed to the influence of the wall, which ‘‘resists’’ the
bubble expansion. On the next stage the bubble contracts
(3.3,t,4.6), the surface near the north pole moves quickly
towards the bubble center while the south pole moves much
slower towards the center~see Fig. 3!. Then, the surface area
near the north pole accelerates and a jet directed towards the
wall is being formed~see Fig. 4!. In this case the initial
radius was 10mm, and the velocity of the jet tip approaches
some 500 m/s, shortly~about 1.3ms! after the contraction
starts. The simulation was carried out until the tip of the jet
reaches the bubble surface at the south pole. At later times,
the solution technique is no longer applicable and the theory
of submerged jets should be considered. Our results are in
close agreement with those of Satoet al. ~1994!. For in-
stance, the time of maximal expanding differs by about 5%
and the time of collapse by about 1%. The values of dimen-
sionless radius for the north and south poles~1.46 and 1.4,

respectively! at the moment of maximal expanding differ
from corresponding values of Satoet al. ~1994! ~1.54 and
1.33! by about 5%.

The simulation results of an air-filled bubble, placed in
water between two flat walls, are presented in Figs. 5–12.
We have varied the number of image bubbles that are re-
quired to solve the problem and found that three pairs of
image bubbles@M53 in Eqs.~3.6!# were sufficient to pro-
vide good accuracy. Any further increase of the number of
image bubbles did not have a significant effect on the results.
Some typical features of the bubble evolution are presented
in Figs. 5 to 8 for the case ofh52 and f 50.5. At the first
stage (0,t,3.45) the bubble expands up to a maximal di-
mensionless radius of about 1.5 for the points on the bubble
equator~a circle of intersection of the bubble surface with a
plane passing through the bubble center and parallel to the
walls!, and about 1.35 for the poles~the points on the bubble
surface, closest to the walls!. During the second stage of the
process~Fig. 5! the bubble starts to contract. The surface
area near the equator moves quickly inward, reaching dimen-
sionless velocities equal to about 50~Fig. 6!. This stage lasts
until the equator shrinks to a point att'1.7 and the bubble
splits into two bubbles symmetric about the equatorial plane.
At the next stage, jets are being formed at each bubble, di-
rected towards the wall, closer to the corresponding bubble
~see Fig. 7!. Dimensionless velocities of the jet tips reach
about 50, which corresponds to about 500 m/s~see Fig. 8!
for a bubble with initial radius of 10mm. As in the previous
case, the simulation run was stopped when the jet tips
reached the opposite pole of the bubble.

In order to explore the influence of the host liquid sur-

FIG. 6. Displacement and velocity of the bubble equatorial points before
dividing. R0510mm; f 50.5; h52.

FIG. 7. Evolution of the bubble shape during collapse. Bubble between two
walls. Final stage of the collapse.R0510mm; f 50.5; h52.

FIG. 8. Displacement and velocity of the bubble polar points after dividing.
R0510mm; f 50.5; h52.

FIG. 9. Dependence of the jet velocity at final stage of collapse on surface
tension of the host liquid.R0510mm; f 50.5; h52.
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face tension (s̄) on the intensity of the bubble collapse, we
repeated the above process for various values ofs̄ ~0.02;
0.04; 0.06; and 0.073 N/m! and founds̄ to have a substantial
effect. For instance, forR0510mm, f 50.5 andh52, reduc-
ing s̄ from 0.073 N/m~its value in water! down to 0.02 N/m,
resulted in an increase of the final jet velocity from about
500 up to 25 000 m/s.

The frequency of the applied ultrasound has a strong
influence on the dividing process of the bubble and the sub-
sequent jet appearance. The above first stage of contraction,
shown for f 50.5 in Fig. 5, is repeated forf 51 in Fig. 10.
As shown for the greater frequency, the equator shrinks
while developing a deep slit around it. Further increase of the
frequency results by the situation where the walls of the slit
strike each other before the equator shrinks to a point, as
shown in Fig. 11. At this point the inward movement of the
bubble equator diminishes, probably due to dissipation of the
energy during the strike.

The combined effect of the distance between the walls,
the frequency, the host liquid properties, and the initial
bubble size on the bubble behavior was investigated by run-
ning a set of cases. For each case, we determined whether the

bubble is divided into two separate parts with the consequent
formation of jets aiming at the walls. Such a case is typical
of ‘‘jet formation.’’ The case where dividing and jet forma-
tion did not take place is denoted by the ‘‘no jet formation’’
term. Many cases were calculated with a special attention
given to the boundaries between the areas. As shown in Fig.
12, one possible way of presenting the data is by using pa-
rametersh and f as independent variables andR0 and s̄ as
parameters. Each point in Fig. 12 is located at the boundary
between jet formation and no jet formation areas, for ex-
ample for f 50.5, andR055 mm at h<2 jet formation oc-
curs, while forh.2 jet formation does not take place. As a
rule, h reach maximum values, for eachR0 ands̄, at f about
0.5, and decrease with both increasing and decreasing values
of f. It worth noting that the occurrence of the jet formation
case is not predetermined by values off andh only but also
by R0 and s̄ as well ~see Fig. 12!.

We searched for universal parameters that determine the
boundaries of the jet formation area. The results of the search
are shown in Fig. 13, where by employing the two param-
eters

V5s0.1~ f 20.54s0.6!, H5s0.24~h21!, ~4.1!

FIG. 10. Evolution of the bubble shape during collapse. Bubble between
two walls. Initial stage of the collapse.R0510mm; f 51; h52.

FIG. 11. The bubble shape at the final stage of contraction. No collapse.
Bubble between two walls.R0510mm; f 51.1; h52.

FIG. 12. Jet formation area in coordinatesf –h.

FIG. 13. Jet formation area in coordinatesV –H.
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almost all the data points of the boundaries fall onto a com-
mon curve in coordinatesV –H, that bounds jet formation
area~see Fig. 13!. Note that the expressions forV andH @Eq.
~4.1!# were found using only part of the data points, namely
those withR0 values equal to 5 and 20mm and s̄ value
0.073 N/m which corresponds to water. The other data points
with R0 of 10 mm ands̄ of 0.073 and 0.036 N/m were used
to test the fitting procedure and fall with good approximation
on the same curve~Fig. 13!.

V. CONCLUSIONS

Our solution describes the features of bubble behavior in
a confined space exposed to ultrasound. The bubble is lo-
cated symmetrically between two rigid walls and surface ten-
sion is considered. The technique is applicable to the known
case of a bubble near a single wall and may be extended to a
bubble located in a different distances from the two walls.
Our solution predicts a new phenomenon of a bubble divid-
ing into two symmetrical parts and subsequent formation of
two high-speed liquid jets directed towards the walls. This
phenomenon resembles bubble collapse near a single wall.
The maximum jet velocity, which corresponds to the mo-
ment the jet impacts on the liquid surface, depends strongly
on the surface tension of the host liquid.

As for the conditions for jet formation, our study pre-
dicts that for a given frequency, jets are formed when the
distance between the walls is smaller than some limiting
value. Decreasing of surface tension increases this limiting
value. Also, lower and upper frequencies which bound the jet
formation area were found. All these effects are described by
two new parameters that were found. The parameters depend
on geometry, ultrasound frequency, and host liquid proper-
ties, and determine the formation of jets.

Future investigation is required to evaluate the effect of
additional tissual properties such as cell shape confined
space, non-Newtonian liquid, and wall flexibility.
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APPENDIX

Expressions~3.10! and ~3.11! have singularity atj 5 i
~while j→0! and atj 5 i 21 ~while j→1!. An example of the
technique of calculation of the integrals over these areas is
presented here for the coefficientsak,i , j

r andbk,i , j
r at j 5 i .

In order to extract a small area where the integrand turns
to infinity, we choose on the bubble surface a pointq0 with
the coordinates:@R05Ri(j0 ,t),b05b i(j0 ,t),u050#. Here,
j0!1. Whenj0→0, thenq0→pi . We define a curve on the
bubble surfacel i : @R5Ri(z(j),t),b5b i(z(j),t)#, in such
a way that all the points that belong to the curve have the
same distance from pointpi as pointq0 .

The coefficientak,i , j
r may then be presented as a sum of

three integrals:

ak,i , j
r 5I 1,k,i1I 2,k,i1I 3,k,i . ~A1!

Here,

I 1,k, j5E
0

1

Mk~j!si~j!E
u0

2p2u0
~]Gi /]n!du dj;

I 2,k,i5E
z~u!

1

Mk~j!si~j!E
2u1

u1
~]Gi /]n!du dj;

I 3,k,i5E
0

z~u!

Mk~j!si~j!E
2u1

u1
~]Gi /]n!du dj;

and

u15sin21
AR0

21R̂i
222R0R̂i cos~b02b̂ i !

R̂i cosb̂ i

.

The proper integralsI 1,k,i and I 2,k,i were calculated numeri-
cally. IntegralsI 3,k,i are improper because their integration
area includes the singular pointq5pi .

According to Green function theory, the integral

Ji5E
0

z~u!E
2u0

u0 ]Gi

]n
si~j!du dj ~A2!

is an improper converging integral~Tikhonov, 1990!.
While taking into account the definition of the function

Mk(j), the following approximation takes place in the close
vicinity of the pointpi :

I 3,1,i'S 12
j0

2 D Ji ; I 3,2,i'
j0

2
Ji ; while j0→0.

The value ofJi equals the value of a solid angle with a
vertex inpi and is based on the part of the surfaceSi which
is restricted to the curvel i ~Arsenin, 1974!. For a given case
the value is

Ji5H p
cosg02cosg1

g12g0
; g0Þg1

p sing0 ; g05g1 .

~A3!

Here,

g05tan21
R0 sinb02R̂i sinb̂ i

R0 cosb02R̂i cosb̂ i

2g i ; g15u1 sing i ,

where g i denotes the angle between the positive direction
~corresponding to increasing parameterj! of the tangent to
the bubble surface at point@R̂i ,b̂ i ,0# in the planexoz and
the positive direction of thex axis.

Analogously, coefficientbk,i , j
r may be presented as a

sum of three integrals

bk,i , j
r 5U1,k,i1U2,k,i1U3,k,i . ~A4!

Here,

U1,k,i5E
0

1

Mk~j!si~j!E
u0

2p2u0
Gidu dj;

U2,k,i5E
z~u!

1

Mk~j!si~j!E
2u1

u1
Gidu dj;
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U3,k,i5E
0

z~u!

Mk~j!si~j!E
2u1

u1
Gidu dj.

IntegralsU1,k,i and U2,k,i are proper ones and were calcu-
lated numerically. IntegralsU3,k,i are improper and converg-
ing.

Then, the following approximation takes place in the
close vicinity of the pointpi :

U3,1,i'S 12
j0

2 DWi ; U3,2,i'
j0

2
Wi ; while j0→0.

Here,

2.4ḃ1~0,t !j0R̂i

sin~bni2b̂ i !
while b̂ iÞbnib i ;

~A5!
Wi52.4j0R̂i while b̂ i5bni ,

and bni denotes the angle between the inner normal to the
bubble surface andz axis.
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The last decade has seen a revival of sonic boom research, a direct result of the projected market for
a new breed of supersonic passenger aircraft, its design, and its operation. One area of the research
involves sonic boom penetration into the ocean, one concern being the possible disturbance of
marine mammals from the noise generated by proposed high-speed civil transport~HSCT! flyovers.
Although theory is available to predict underwater sound levels due to a sonic boom hitting a
homogeneous ocean with a flat surface, theory for a realistic ocean, one with a wavy surface and
bubbles near the surface, is missing and will be presented in this paper. First, reviews are given of
a computational method to calculate the underwater pressure field and the effects of a simple wavy
ocean surface on the impinging sonic boom. Second, effects are described for the implementation of
three additional conditions: a sonic boom/ocean ‘‘wavelength’’ comparison, complex ocean
surfaces, and bubbles near the ocean surface. Overall, results from the model suggest that the
realistic ocean features affect the penetrating proposed HSCT sonic booms by modifying the
underwater sound-pressure levels only about 1 decibel or less. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1346684#

PACS numbers: 43.28.Mw, 43.50.Lj@LCS#

I. INTRODUCTION

It is well-known that sonic booms are produced from
aircraft traveling faster than the speed of sound. Sound asso-
ciated with these high-pressure disturbances is a concern
when a supersonic airplane flies over inhabited areas; thus,
supersonic flight has been restricted to over water or low
population areas. Even though humans may not reside in
these locations, other animals do.

The 1990s have seen a heightened interest in the impact
of noise on marine mammals. One example is research being
conducted on marine mammal behavioral response to sonic
booms~Bowles, 1995!; this research is in response to United
States policies detailed in the Marine Mammals Protection
Act and the Endangered Species Act~Wilhite and Shaw,
1997!. Concern lies in behavioral responses rather than
physiological harm~Cummings, 1993!. Marine mammals in-
clude several different animals, some living in the water,
some on land, but all spend time near the surface of the
ocean; hence, each has the potential to hear sound created by
supersonic aircraft. Those most likely to be affected are ones
whose eating grounds, mating grounds, or migration paths
coincide with the sonic boom carpet.

Sometime in the next century it is expected that a new
breed of supersonic passenger aircraft will be in operation
over the world’s oceans~Poisson-Quinton, 1994; Williams,
1995!. Although the parameters of the sonic booms gener-
ated by such new aircraft are not defined, sonic booms from
these aircraft will penetrate the ocean surface, causing an

acoustic pressure disturbance underwater. The purpose of the
present research is to determine the underwater sound-
pressure levels due to sonic booms generated by a new
HSCT ~high-speed civil transport!. It is possible using exist-
ing theories to make such calculations for ahomogeneous
ocean with aflat surface. What is not yet available are theo-
ries which include realistic ocean features: waves on the
ocean surface and bubbles beneath the surface~an inhomo-
geneous ocean!.

Adding such realistic ocean features to the study of
sonic booms penetrating from air into the ocean can be ac-
complished by formulating a computational model. By use of
such a model, each ocean feature can be treated separately to
find its individual effects on the incoming sonic boom wave-
form. The focus or defocus from the curvature of a wavy
ocean surface may cause a change in the underwater pressure
disturbance. While bubbles near the surface may alter the
underwater pressure field, the main concern here is the pos-
sible increase in the sound transmission through the air–
water interface.

Determining underwater sound levels associated with
sonic booms hitting the surface of a realistic ocean surface
would allow predictions of the noise that marine mammals
will hear. Marine biologists could use this information to
predict the impact from the HSCT-generated sonic booms on
these animals, treating each animal type according to its
unique hearing abilities.

The next section of this paper offers a brief background
to this research, followed by sections describing the method
of computational analysis applied to the research. The fifth
section reviews the effects of a wavy ocean surface on ana!Electronic mail: rochat@volpe.dot.gov
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impinging sonic boom~Rochat and Sparrow, 1996!; part of
this section reveals the effects of the ratio of sonic boom to
ocean ‘‘wavelength.’’ The sixth section reveals the effects of
ocean bubbles on an impinging sonic boom. Finally, conclu-
sions are stated. Details of this research can be found in
Rochat~1998!.

II. BACKGROUND

By the time a sonic boom reaches the earth’s surface, it
often approximates an N-shaped plane wave~Plotkin and
Sutherland, 1990!; it is assumed that the aircraft is flying in
steady flight at its cruising altitude and that atmospheric tur-
bulence effects are negligible. It is also assumed that the
incident angle at the mean ocean surface is equal to the Mach
angle~at the aircraft!; although a rough approximation, this
is sufficient for the current research. Plane wave theory can
then be applied to determine transmission/reflection of the
sonic boom at the surface of the ocean. Here, Snell’s law
applies. The transmitted wave can be either a propagating
wave or an evanescent wave, the result determined by the
incident angle.

When interacting with a flat water surface, a sonic boom
sees a large impedance change and will be totally reflected if
the incident angleu1 ~from normal! is greater than 13.2°. If it
is less than 13.2°, the incident plane wave creates both a
transmitted propagating wave into the water and a reflected
wave propagating back into the air. This critical angle of
13.2° corresponds to a Mach number of approximately 4.4
@u15uc5arcsin(1/M ), M5Mach number#. This implies that
the aircraft must be traveling at a speed greater than the
speed of sound in water in order for the sonic boom to pen-
etrate as a propagating wave. A forseeable speed for a super-
sonic passenger aircraft would be approximately Mach 2.4
~Vartabedian, 1994; Wilhite and Shaw, 1997!, which implies
the incident angle is 24.6°, an angle associated with total
wave reflection. However, when the sonic boom hits the sur-
face of the water, an evanescent wave penetrates the water’s
surface. This evanescent wave decays as a function of depth;
it is not a propagating wave nor does it have an associated
propagation angle~angle of refraction!, but rather descends
in a direction normal to the surface.

In the 1960s and early 1970s, research on supersonic
transport~SST! was in full force, incorporating several stud-
ies focusing on sonic booms and their corresponding under-
water sound~Ribner and Hubbard, 1972!. For a general noise
source in the air, it was shown that evanescent waves are a
definite contribution to the underwater noise and that curva-
ture on the water’s surface enhances this underwater pressure
field ~Urick, 1972; Medwinet al., 1973; Lubard and Hurdle,
1976; Meecham, 1978!. Theory was developed for a perfect
N-shaped sonic boom penetrating a flat air–water interface
by Sawyers~Sawyers, 1968! and Cook~Cook, 1970!; they
theoretically showed that an evanescent sound wave was pro-
duced under water. This wave was validated by experiments
~Waters and Glass, 1970; Waters, 1971; Intrieri and Mal-
colm, 1973; Young, 1968!.

Research on sonic booms under water has again blos-
somed, after the U.S. SST program was canceled in 1971.
Data have been recorded of underwater sonic booms for a

relatively flat ocean surface~Desharnais and Chapman,
1997!; results seem to follow the know theories. Recently,
additions to the known theories include effects of aircraft
speed~Sparrow, 1995!, surface waviness, and shaped sonic
booms~Sparrow and Ferguson, 1997!.

Another study includes the description of sonic booms
under water in relation to the effects on marine mammals
~Rochat and Sparrow, 1995; Rochat, 1998!. This research
can be applied to the current work to obtain underwater
sound levels corresponding to hypothetical supersonic air-
craft. These flat ocean surface results indicate that a 50-Pa
peak pressure, 300-ms duration airborne sonic boom can
generate sound levels just under the surface from an
A-weighted sound exposure level of 94.4 to 131.0 dB peak
pressurere 20 mPa ~120.4–157.0 dBre 1 mPa!, depending
on the metric applied. Also metric dependent, the sound lev-
els may decrease rapidly with depth, as much as 91.5 dB for
the A-weighted sound exposure level and an average of 15.0
dB for the unweighted level at a depth of 128 m.

The inclusion of more realistic ocean features to under-
water sonic boom penetration still needs to be addressed.
Research on a wavy ocean surface is ongoing. Chenget al.
~1996 AIAA; 1996 Armstrong Laboratories; Cheng and Lee,
1997! have presented initial results using an analytical
method, and the current authors have addressed the problem
in this paper as well as the effects of an inhomogeneous
ocean—containing bubbles near the surface.

III. METHOD OF COMPUTATIONAL ANALYSIS

The remaining work is based on a new method of com-
putational analysis; it incorporates known finite difference
schemes into newFORTRAN code. This method was verified
with proven theories, higher-order formulations, and recent
applications~Rochat, 1998!.

Due to its simplicity and efficiency, a second-order two-
dimensional centered finite difference scheme is used for
wave propagation in the air and in the water, where the den-
sity is constant; this scheme is not implemented at the inter-
face. Although the scheme is not a high-order method, it is
very stable and has sufficient accuracy for the present prob-
lem. The centered difference scheme for the acoustic wave
equation, derived from Hirsch~Hirsch, 1988!, is

pi , j
n1152pi , j

n 2pi , j
n211co

2~Dt !2Fpi 11,j
n 22pi , j

n 1pi 21,j
n

~Dx!2

1S pi , j 11
n 2pi , j

n

Dzj 11
2

pi , j
n 2pi , j 21

n

Dzj
D

3
2

Dzj 111Dzj
G , ~1!

where the indexn represents time, and the indicesi andj, the
grid points in thex and z directions, respectively, represent
space. The variablep is the acoustic pressure,co is the speed
of sound~different for each medium, values stated below!,
Dt is the time increment,Dx is the spatial increment in thex
direction~horizontal!, andDz is the spatial increment in the
z direction~vertical!. In general,Dzj5zj2zj 21 , zj being the
physical location at indexj on the grid. As is indicated by
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Eq. ~1!, the computational grid must be uniform in thex
direction but allows for nonuniformity in thez direction.

Since the air–water interface signifies a huge impedance
change, it is necessary to implement a scheme capable of
handling the changes in speed of sound and density. Al-
though finite differences can easily handle the sound speed
change, a factor of 4.4 between air and water, most finite
difference schemes will go unstable with the huge change in
ambient density, a factor of approximately 800. For example,
if used alone Eq.~1! will go unstable at the air–water inter-
face.

To overcome this instability, a finite difference method
different from Eq.~1!, similar to one used in seismology, is
applied at all grid points within6 1

2Dz of the air–water in-
terface. The scheme is derived by integrating the acoustic
wave equation across the interface; this ensures proper re-
flection and transmission coefficients. This method was
originally applied by Sochackiet al. ~1991! to a slightly dif-
ferent set of equations. The present interface finite difference
scheme is written as
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G 2

Dzj 111Dzj
J , ~2!

wherep, Dt, Dx, and Dz are the same as in Eq.~1!. The
additional variables area51/roco

2 and b51/ro , ro being
the ambient density for each medium. Botha andb change
depending on the location of the calculation. If the calcula-
tion is made in airco5343 m/s andro51.21 kg/m3, in water
co51500 m/s andro51000 kg/m3. However, at the inter-
face a and b are theoretically complicated~Sochackiet al.,
1991! and can be difficult to implement, depending on
whether or not the interface line intersects grid blocks or
outlines them. Since the current interface is grid-block ap-
proximated ~the interface line does not intersect a grid
block!, the functions can be written simply asa5 1

2(aair

1awater) andb5 1
2(bair1bwater).

IV. PROGRAM PARAMETERS AND FEATURES

There are many different variables to consider in the
current problem; these include computational variables~grid
parameters and boundary conditions! and physical variables
~sonic boom parameters, ocean wave heights, ocean bubbles,
and media!.

The computational domain is a rectangular grid with
hard reflecting boundaries on the left, right, and top sides and
an absorbing boundary~Sparrow and Raspet, 1990! on the
bottom. Hard reflecting boundaries are implemented wher-
ever possible for simplicity. Since the propagating wave
starts from the upper-left-hand corner of the computational
domain, the left boundary is of no consequence, and reflec-

tions from the right and top boundaries would not interact
with the analysis region until a time later than would cause
any interference. Hard reflecting boundaries are therefore
suitable for the left, right, and top sides of the domain. How-
ever, the sound speed in water is 4.4 times that in air, and
false reflections from a rigid bottom boundary would inter-
fere with the present analysis of the sound levels at the in-
terface. Two possible solutions to avoid this interference are:
first, to extend the domain by a factor of 4.4 below the water
surface or second, to implement an absorbing boundary on
the bottom of the domain. The latter was chosen in order to
make the program more efficient.

The computational grid physically represents a region
with dimensionsx3z of 7993781 m~340 m in height in the
air and 441 m in depth in the water!; however, there are 800
grid points in both thex and z directions. This nonuniform
grid has a refined region surrounding the air–water interface,
a necessary feature for the program’s stability. In the refined
region a grid block spans 1 m in thex direction and 0.25 m
in the z direction; this refined region physically extends 3 m
above and 3 m below the midline of any type of ocean in-
terface. Elsewhere in the domain, a grid block spans 1 m in
the x direction and also 1 m in thez direction.

A rounded N-shaped sonic boom is inserted in the
upper-left-hand corner of the computational domain. Figure
1 shows a typical initial condition with a horizontal slice
showing the initial rounded sonic boom waveform. The sonic
boom has a specified peak pressure, duration, and angle of
incidence which, as previously mentioned, is a function of
the Mach number. Using a rounded N-shaped sonic boom
instead of a perfect N wave is justified for two reasons. First,
realistic sonic booms vary in shape, some roughly appearing
as rounded N waves; second, a perfect N wave would require
a computationally intensive simulation~possibly using a very
fine grid! which is not feasible at this time.

V. EFFECTS OF WAVY OCEAN SURFACE

A. Simple curved surfaces

This section reviews the effects of a simple wavy sur-
face ~or swell! on an impinging sonic boom~Rochat and
Sparrow, 1995; Rochat, 1998!. The previously described
computer program is implemented for flat and wavy ocean
surfaces; the wavy ocean surface is represented by simple
curvature.

The flat ocean surface runs supplied reference pressure
values near the ocean surface. These runs also supplied in-
sight into the visualization of an evanescent wave. Shown in
Fig. 2, the Mach 2.4, wave height 3.75-m case, is the acous-
tic intensity field superimposed on the pressure field for a
snapshot in time. The incoming waveform is represented by
vectors pointing down and to the right and the reflected
waveform is represented by vectors pointing up and to the
right. Just under the ocean surface, it is seen that two sets of
arrows, one for each peak of the sonic boom waveform, each
forms a scoop shape which decays with depth; this represents
the evanescent wave caused by the impinging sonic boom.
The intensity amplitude in the air is actually much greater
than in the water, and the intensity vectors in that area of the
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domain are greatly magnified for visualization. Also, the il-
lustrated density of the air intensity vectors is less than for
the ocean vectors which allows showing the incoming and
reflected waves more clearly.

Now, the effect of a simple wavy ocean surface profile is
explored. The ocean wave height is a function of the wind
speed in the air; any wave height, peak to trough, can be
specified. It is assumed that the wind is blowing in thex
direction; hence, a two-dimensional computational analysis
is appropriate. Wavelengths of these wind-driven waves are
taken to be 20 times their heights, a common ocean engineer-

ing approximation~Gaythwaite, 1981!. Also, several height
profiles for the curved interface are chosen. The first type is
a sinusoidal ocean surface, and the second more realistic one
is a trochoidal ocean surface. A simple expression for the
trochoidal surface representing ocean swell is

h52A coskx1 1
2kA2 cos 2kx2 3

8k
2A3 cos 3kx, ~3!

where h is the vertical displacement of the water surface
above the mean water level,A is the wave amplitude~half
the wind wave height!, and k is the wave number for the
ocean surface. An illustration of this surface is seen in Fig. 3.

Even though the grid is refined in the interface region,
the ocean surface curve is still approximated by ragged grid
blocks; in turn, depending on the ocean wave height, the
peaks and dips of the ocean waves can create numerical in-
stabilities. To avoid this problem, a function is inserted into
the FORTRAN code which ‘‘smooths’’ any peak or dip with a
singular maximum or minimum grid point by adjusting the
singular extreme point to match the value of its neighboring
grid points.

The Mach 1.4 and 2.4 cases were run for wave heights
of 1.0, 1.4, 2.3, and 3.75 m and the Mach 3.0 and 3.5 cases
were run for wave heights of 2.3 and 3.75 m. The air and
water are considered to be homogeneous media. Qualita-
tively, results of the computational simulations show that as
a sonic boom hits a wavy ocean surface, its energy is focused
in the ocean wave troughs and defocused over the ocean
wave crests. The amplitude of the underwater pressure just
under the troughs is higher, and in the crests lower, than it
would be under a flat ocean surface. The sonic boom was
seen to penetrate the surface of the water as an evanescent

FIG. 1. Initial pulse, Mach number
1.4, wave height 0.0 m;~a! full do-
main plot; ~b! horizontal line intersec-
tion.

FIG. 2. Mach number 2.4, wave height 0.0 m; incident wave inter-acting
with the air–water interface atz5340 m; pressure and intensity fields for
cair5343 m/s andcocean51500 m/s. FIG. 3. Trochoidal ocean surface profile.
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wave, not a propagating wave. Examination of the pressure
field as well as the associated intensity field helps in this
analysis.

Quantitatively, looking at a sonic boom with a peak
pressure of 50 Pa and duration of 300 ms, this pressure
increase/decrease in the troughs and over the crests is at most
11.7% for a simple ocean surface; the change in sound-
pressure level is 1 dB or less. Two trends can be identified
when extracting pressure values from just under a simple
ocean swell:~1! increasing wind wave heights strengthen the
focusing and defocusing of the evanescent acoustic pressure,
and~2! increasing the Mach number strengthens the focusing
and defocusing due to curvature. Please refer to Fig. 4 for the
results. Last, when extracting pressure values as a function of
depth for a simple ocean surface simulation, it is found that
the effects of curvature on the underwater pressure are stron-
ger near the ocean surface than at greater depths.

B. Complex curved surfaces and wavelength
comparisons

Complex ocean surfaces are used to investigate the ef-
fects of waves with more complex structure; they are crude
approximations to a fully developed sea. Each complex sur-
face adds a higher frequency component in the ocean wave
described in Eq.~3!. The first complex surface is the tro-
choidal wave with a sine wave of lower amplitude and half
the wavelength superimposed. The second complex surface
is the trochoidal wave with a sine wave of lower amplitude
and one-third the wavelength superimposed. The Mach 1.4
and 2.4 cases were run for wave heights of 2.3 and 3.75 m,
respectively.

As was found for the simple ocean swell, results indicate
that as the sonic boom interacts with the complex wavy
ocean surface, its energy is being focused in the troughs and
defocused over the crests. Effects caused by the curvature are
stronger for greater ocean wave heights, consistent with the

trend found for the simple curved surface. The largest per-
cent change in peak pressure was 11.2%; this corresponds to
less than 1 dB. Results indicate, however, that the complex
numerical data do not follow the other simple ocean swell
trend, that the highest percent changes increase with increas-
ing Mach number. Inspired by this inconsistency, research
was conducted to determine the cause; following are the re-
sults of this investigation.

It was thought that perhaps the relationship of the
‘‘wavelengths’’ of the sonic boom and the ocean surface
waves reveals the strength of effects due to ocean surface
curvature. The termeffective wavelengthdescribes the physi-
cal length associated with the sonic boom duration. For all
previous runs the sonic boom durationT was 300 ms; this is
associated with a sonic boom effective wavelengthlboom of
102.9 m in air (lboom5cairT). The results for the simple and
complex ocean profiles indicate that the positive and nega-
tive peaks of the sonic boom waveform interact with the
ocean waves separately; while one peak is in a trough of the
ocean surface the other peak is either on the far side of the
neighboring peak or in the next trough. Hence, looking at
just one peak of the sonic boom is warranted. The wave-
length associated with half the duration of the sonic boom is
l1/2boom'51.5 m. Since the ocean surface is horizontal in the
computational domain, the horizontal component of
l1/2boom, l1/2boom,horiz, is applied when comparing the sonic
boom effective wavelength to the ocean surface wavelength.
The length of the horizontal component is Mach number
dependent. Figure 5 illustrates the sonic boom effective
wavelength variables. As a way of comparing the sonic
boom effective wavelength with the ocean wavelength, the
following ratio is defined:l-ratio5l1/2boom,horiz/locean.

For the simulations in this section, a trochoidal ocean
profile is applied. Again, a rounded sonic boom with a peak
pressure of 50 Pa is the initial waveform. For these runs,
however, the duration of the sonic boom varies. Varying the
duration allows a systematic evaluation of the wavelength

FIG. 4. Largest pressure amplitude percent change from a simple ocean
swell to a flat surface as a function of wave height.

FIG. 5. Illustration of the sonic boom effective wavelength variables.
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ratio l-ratio and the corresponding effects. The durations are
chosen such that thel-ratio ranges from 0.125 to 1.875 in
steps of 0.125; this adds up to 15 ratios or durations. Due to
the size of the computational domain the runs are limited;
not all cases~combinations of Mach 1.4 and 2.4 and ocean
wave heights 2.3 and 3.75 m! were run to completion. The
only wave height applied is 2.3 m, since the duration of the
sonic boom would have to be quite long in order to accom-
modate the higher wavelength ratio values for the ocean
wave height of 3.75 m. The Mach 1.4, wave height 2.3-m
case is run for all wavelength ratios. The Mach 2.4, wave
height 2.3-m case is run for all wavelength ratios less than or
equal to 1; the higher wavelength ratios cannot be applied
because of computational limits. While all of the sonic boom
durations used were not realistic, their use helped the under-
standing of the effect of the wavelength variations.

For every case run, several snapshots in time of the
simulation are evaluated. The largest modification of the
pressure values just under the surface are then turned into
percent change from the flat ocean results. Figure 6 shows
the results of this wavelength comparison study. It is a plot
of the largest amplitude percent change from a flat surface
caused by a simple ocean swell for the corresponding wave-
length ratiol-ratio5l1/2boom,horiz/locean. The Mach 1.4 and
the Mach 2.4 curves roughly follow the same path, indicating
that for a wavy surface the percent change is governed by the
relation between the sonic boom and ocean wavelengths
rather than the Mach number. The curves show that the ef-
fects of the ocean waviness are more significant when the
ocean surface wavelength is larger than half the horizontal
component of the sonic boom effective wavelength.

Chenget al. ~1996 AIAA, 1996 Armstrong Laborato-
ries! assert that waviness influence will be significant only
for swell with wavelengths comparable to or much larger

than the sonic boom effective wavelength. The arrow in Fig.
6 indicates where the sonic boom effective wavelength~not
the horizontal component! is comparable to the ocean wave-
length. It is at this point on the plot where the largest percent
change is approximately 7%. Sonic boom effective wave-
lengths larger than the ocean wavelength would be associ-
ated with percent changes larger than 7%. Thus, Fig. 6 sup-
ports Chenget al.’s assertion.

Now, it is necessary to go back to the different ocean
profile results and see where specific values ofl-ratio fall on
the plot and if the percent change predicted by Fig. 6
matches those previously calculated. The simple trochoidal
profile and the complex profiles are used to represent the
ocean surface, where the larger and smaller components of
the complex profiles are examined. It should be noted that
the largest percent changes extracted from the plot in Fig. 6
are approximated by taking the average of the two curves.

Table I compares the difference between the results ob-
tained in the simulations and those predicted using Fig. 6 for
various Mach numbers and various wave heights. For the
trochoidal profile the differences indicate that the approxima-
tions using the plot are quite accurate, the largest difference
being 1.4%. Thus, when a sonic boom impinges upon an
ocean with a simple surface profile, the waveform change is
governed by the relation between the sonic boom effective
wavelength and the ocean surface wavelength.

For complex profiles the smallest ocean wavelength
component does not govern the effects of the curvature, nor
does the largest ocean wavelength component. Each is off by
more than 6% in some cases. It follows that Fig. 6 cannot be
used to predict how much the curvature of the complex
ocean surface affects the impinging sonic boom.

In conducting these wavelength comparison studies, a
tool was developed to help predict the effect that simple
ocean curvature has on an impinging waveform. For a par-
ticular Mach number and ocean wave height, the plot in Fig.
6 can be used to estimate the percent change of the acoustic
pressure just under the surface from a flat ocean to that with
simple ocean swell. For complex surfaces, however, the plot
cannot be applied. So, although the complex surface studies
prompted the wavelength comparison studies, the resulting
prediction plot cannot help in determining the underwater

FIG. 6. Largest pressure amplitude percent change from a simple ocean
swell to a flat surface for the corresponding wavelength ratio,l-ratio
5l1/2boom,horiz/locean.

TABLE I. Largest pressure amplitude percent changes for simulations and
predictions from plot in Fig. 6; also the difference between these two results;
trochoidal surface.

Mach
number

Ocean
wave
height l-Ratio

Simulation
% change

Fig. 6
predicted
% change

Magnitude
of difference

in percent

1.4 1.0 1.84 0.4 0.5 0.1
1.4 1.31 0.8 1.0 0.2
2.3 0.80 2.5 2.0 0.5
3.75 0.49 5.0 5.0 0.0

2.4 1.0 1.07 0.6 1.8 1.2
1.4 0.76 1.7 2.4 0.7
2.3 0.47 5.3 5.1 0.2
3.75 0.29 11.7 11.0 0.7

3.0 3.75 0.23 15.4 14.8 0.6
3.5 3.75 0.20 16.9 15.5 1.4
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pressure. The wavelength comparison studies do not explain
the unpredictability of the curvature effects felt by a sonic
boom interacting with a complex ocean surface. It is con-
cluded that each complex surface case must be treated indi-
vidually.

VI. EFFECTS OF OCEAN BUBBLES

A. Parameters of ocean bubbles

To isolate the effects of bubbles near the ocean surface,
the ocean surface is flat for the simulations including the
bubbles. According to Snell’s law, the speed of sound in
water would have to be less than about 823 m/s for a flat
ocean surface to allow propagation of a sonic boom wave-
form for the Mach 2.4 case. In a flat, homogeneous ocean,
the speed of sound is approximately 1500 m/s, so propaga-
tion is impossible. However, the presence of bubbles in an
ocean changes its sound speed. In an extreme case~Brennen,
1995!, the speed of sound in the bubbly water could be as
low as 500 m/s; for the Mach 2.4 case, there should then be
propagation into this ocean. It is therefore important to add
ocean bubbles to the overall analysis.

Bubbles in the ocean are formed when wind-generated
waves break. The Beaufort scale reveals that waves start to
break when the wind speed is from 7–10 knots~kn! ~3.4–5.4
m/s!; it is at this sea state that scattered whitecaps appear
~Bascomb, 1980; Brownet al., 1989!. Large numbers of
bubbles are entrained during the breaking wave process; air
is trapped or enveloped as the seawater surrounds it~Leigh-
ton, 1994!. These bubbles are actually seen in groups under
the ocean surface as clouds or plumes, their shape and depth
dependent on the turbulent motions in the water~Thorpe,
1982!.

Even though ocean bubbles dissipate after formation,
their existence should not always be considered transient.
Studying the bubble plume depth, the maximum lifetime of a
bubble plume, and the frequency of wave breaking, it is de-
termined that if the wind speed exceeds 12.6 kn~6.5 m/s!,
the bubbles will persist from one wave break to the next
~Leighton, 1994!. The Beaufort scale categorizes this wind
speed as a ‘‘moderate breeze,’’ where whitecaps are fairly
frequent. So while at lower wind speeds bubbles will not
exist or may be formed in discrete patches, the bubble
plumes will overlap at higher wind speeds forming a con-
tinuous bubble layer.

In general, the speed of sound in a bubble plume de-
pends on the size and number of bubbles and on the fre-
quency of the sound~Leighton, 1994!. However, if the in-
sonification frequency is much lower than any of the
bubbles’ resonance frequencies, then the plume can be
viewed as a uniform body with an effective acoustic imped-
ance~Leighton, 1994; Crighton, 1992!.

Although an N-shaped sonic boom has significant high-
frequency content, it can be found that most of its energy is
below 400 Hz and most significant below 40 Hz. Extreme
bubble radii have been observed to be approximately 300
mm for the largest and 20mm for the smallest~Thorpe,
1982!, the largest having a lower resonance frequency of 9.3
kHz. The lowest bubble resonance~9.3 kHz! is much greater

than the majority of the sonic boom frequency content
~,400 Hz!.

Applying the assumption, it is possible to look at the
portion of the ocean containing bubbles as an area of effec-
tive acoustic impedance rather than modeling individual
bubbles; its speed of sound and density must be calculated as
a function of depth. The speed of sound profile used for an
ocean with bubbles resembles the exponential law as a func-
tion of depth~Leighton, 1994; Farmer and Vagle, 1989!

cbub5cwater2~cwater2csurface!e
~depth/efold!, ~4!

where cwater is the speed of sound in the ocean without
bubbles,csurface is the speed of sound in the bubble layers
right near the surface~here taken to be 500 m/s!, depth is the
depth from the surface~a negative value!, and efold deter-
mines the shape of the exponential decay. Values for efold
here are case specific, for a 20-kn wind, efold51.05, and for
a 30-kn wind, efold51.5. These efold values were chosen to
approximate the shape of the sound-speed profiles found in
Farmer and Vagle~1989!.

The average depth of a bubble plume can be determined
by ~Thorpe, 1982!

depthave'0.4~wind speed22.5). ~5!

The wind speed here is in meters/second and the depthave in
meters. The maximum depth of a bubble plume is approxi-
mately twice the average depth

depthmax'B3depthave, ~6!

whereB is 2.3 for a 20-kn wind and 1.9 for a 30-kn wind. It
can be seen from Eqs.~5! and ~6! that as the wind speed
increases, the maximum depth of the bubble plume in-
creases. For example, for a wind speed of 20 kn~10.28 m/s!,
the maximum depth of the bubbles is approximately 7 m and
10 m for 30 kn~15.42 m/s!. Although the speed of sound is
significantly changed due to the bubbles, the density change
is determined to be negligible for this work.

B. Bubble models

Two ocean bubble models, one simple and one more
complicated, are now incorporated into the computer code.
Instead of a continuous change in speed of sound with depth,
the part of the ocean containing the bubbles is divided into
sections or layers; as depth increases, each layer has an in-
creasing sound speed, but the density remains a constant,
1000 kg/m3 ~the density of the water without the bubbles!. A
simple model is constructed with several flat bubble layers; a
more complicated model consists of one bubble plume also
with several bubble layers.

The simple model is used to find the effects of the
bubbles~on the sonic boom! just from the different imped-
ance layers and not from the shape of the bubble plumes.
Each flat layer with a different sound speed has a specified
height or thickness, the sound speed calculated at the layer’s
average depth using Eq.~4!. The layers are thinner near the
surface where the sound speed is rapidly changing. The num-
ber of layers depends on the maximum depth of the bubbles,
which depends on the wind speed.
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The more realistic model of bubbles in the ocean would
include bubble plumes. If sound energy does penetrate the
plume, there is the possibility that it may become trapped,
forming a concentrated noise source. Therefore, the more
complicated model applied here is a single bubble plume.
This plume is modeled using a sine-squared function, an ap-
proximation to what is actually a constantly changing shape.
This function was chosen for its smooth profile, an important
feature when approximating its curve with computational
grid blocks. The model, seen in Fig. 7, is comprised of
bubble layers. The speed of sound for each bubble layer is
calculated as if the layers were flat, as in the previous model.
However, there are fewer layers used in the bubble plume
model than in the flat bubble layer model.

C. Computational simulations

All computational simulations are conducted with the
flat ocean surface; while unrealistic for these wind speeds,
this separates the bubble effects from the wind wave effects.
The air–water interface finite difference scheme is applied at
both the flat ocean surface and between each bubble layer.
Moreover, the refined grid region is now stretched to include
all bubble layers. Since the domain is still 800 grid points in
the z direction, this implies that the domain has physically
shrunk.

Two runs of the program including the flat bubble layer
model were made in order to help assess the impact bubbles
have on an impinging sonic boom waveform. In all runs the
peak pressure of the sonic boom is 50 Pa and the duration
300 ms; the only Mach number used is 2.4. Calculations
were performed for two different wind speeds, 20 kn~10.3
m/s! and 30 kn~15.4 m/s!. Each flat bubble layer has an
associated thickness: starting from the surface, the first six
layers are 0.5 m, the next two layers are 1.0 m, the ninth
layer is 2.0 m, and~for the 30-kn wind case! the tenth layer
is 3 m. The maximum depth, the total of all thicknesses
added together, is determined using Eqs.~5! and ~6!. The
speed of sound in each layer is again calculated using Eq.
~4!.

The simulation analyzed is for the 30-kn case, since this
more extreme case would be more likely to show effects due
to the bubbles if there are any. From time snapshots, it was
apparent that there is no propagation of the sonic boom into
the ocean; the pressure field and especially the intensity field

indicate that the sonic boom still penetrates the ocean only as
an evanescent wave.

As stated before, for the Mach 2.4 case the sound should
penetrate the ocean surface as a propagating wave only if the
sound speed is less than 823 m/s. Just the top layer of
bubbles for both the 20-kn and 30-kn cases has a sound
speed less than 823 m/s; the underwater sound field is appar-
ently unaffected by this layer because its thickness is only
0.5 m. Since the sonic boom effective wavelength is quite
large in comparison~'103 m in air for the 300-ms-duration
sonic boom!, the top bubble layer is most likely invisible to
the incoming waveform.

While flat layers of bubbles do not allow propagation
into the ocean, their effect on the evanescent field is uncer-
tain. Therefore, runs with and without the ocean bubbles
were conducted. A vertical slice of data is extracted from the
two-dimensional computational domain, at two horizontal lo-
cations; these two locations are chosen to be the highest and
lowest pressure values just under the ocean surface. Figure 8
shows that vertical pressure profiles at the greatest positive
peak pressure for the runs with and without ocean bubbles
are essentially identical. This indicates that the ocean
bubbles do not have an effect on the evanescent field. Verti-
cal profiles at the greatest negative peak pressure repeat this
indication. The effects are less than 1 dB.

Two runs of the program with a layered bubble plume
were made to assess the impact bubbles have on an imping-
ing sonic boom waveform. For this bubble plume model, a
computer simulation of the more extreme wind speed, 30 kn,
was utilized with a Mach number of 1.4. As before, the
ocean surface is flat. Each bubble layer has an associated
thickness at the location of the bubble plume. The first four
layers are 1 m, the fifth layer is 2 m, and the sixth layer is 3
m. Again, the maximum depth is approximated using Eqs.
~5! and ~6!; from these equations, the depth of the bubble
plume should be about 10 m.

FIG. 7. Profile of bubble plume near the surface of the ocean. The case
shown is for a 30-kn wind.

FIG. 8. Vertical intersection of the greatest positive peak pressure of the
sonic boom waveform. Lines for ocean with and without bubbles.
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It was clear from the computed waveform time history
that the sonic boom penetrates the ocean as an evanescent
wave, the field being relatively unaffected as it passes over
the bubble plume. The smaller Mach number~1.4! calcula-
tion was performed in order to determine whether or not a
sonic boom with a shorter horizontal effective wavelength
would more easily penetrate the narrow opening of the
bubble plume. The results still indicate that the evanescent
field is relatively unaffected by the bubble plume. The great-
est percent change from the no bubble case corresponds to
less than 1-dB change.

VII. CONCLUSIONS AND DISCUSSION

A study of underwater sound levels due to an impinging
airborne sonic boom considered the effects due to a wavy
ocean surface and the effects due to ocean bubbles.

Simple ocean surface curvature due to wind waves was
shown to affect the impinging sonic boom, its energy being
focused in the ocean wave troughs and defocused over the
wave crests. For the cases studied, the largest percent change
in peak pressure was 11.7%, which corresponds to the sound
level being augmented only 1 dB. Also, two trends in the
data were exposed:~1! increasing wind wave heights
strengthens the focusing and defocusing of the evanescent
acoustic pressure, and~2! increasing the Mach number
strengthens the focusing and defocusing due to curvature.

An ocean surface with a complex profile revealed the
largest effect due to curvature to be an 11.2%-increase in
peak pressure; this corresponds to less than 1 dB in sound-
pressure level. The first trend found with the simple surface
was confirmed in the complex surface simulations, but the
second was not. A study of wavelength comparisons, sonic
boom effective wavelength relative to the wavy ocean sur-
face wavelength, produced a tool to help predict the magni-
tude of the effect due to simple curvature. The most signifi-
cant effects were associated with the sonic boom effective
wavelength being on the order of, or less than, the ocean
surface wavelength. It was determined that this tool could
not be applied to a complex surface, and that each complex
case should be treated individually.

In addition to a homogeneous wavy ocean surface, a
nonhomogeneous flat ocean was also studied; for the latter,
ocean bubbles were included. Two bubble models were for-
mulated. The first consisted of flat layers, where each layer
had a different sound speed. The second model consisted of
one bubble plume also with layers. Results for both models
indicate that the sonic boom penetrates the ocean surface
only as an evanescent wave, and that bubbles affect the eva-
nescent pressure field by less than 1 dB.

Studying the effects that realistic ocean features have on
impinging sonic booms has revealed that any underwater
augmentation due to curvature on the ocean surface or
bubbles beneath the surface is minor. This returns us to the
basic problem: a sonic boom impinging upon a homoge-
neous ocean with a flat surface. Having equations for calcu-
lating the acoustic pressure as well as having an understand-
ing of the frequency content as a function of depth is
important to analyzing the underwater sound field.

It is somewhat remarkable that after all the effects of
bubbles and variations in ocean surface profiles have been
accounted for that the theory based on the simple two-fluid
interface does an excellent job of describing the sonic boom
penetration into the ocean. The flat, homogeneous ocean
model should be sufficient for most engineering predictions
of the sonic boom underwater pressure field.

Using equations developed by Sawyers or by Cook, it is
possible to calculate the pressure field as a function of depth;
hypothetical HSCT parameters can be used as the input vari-
ables. A description of this underwater sonic boom, however,
requires further analysis. If interested purely in the frequency
content and not in the features of an incident wave form’s
shape, it is possible to follow the decay of each frequency
component as a function of depth~e2uvuz/m, wherev is the
angular frequency,z is the depth, andm is a function of the
speed of the aircraft and the speed of sound in the ocean;
Sawyers, 1968!.
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A unified model for reverberation and submerged target scattering in a stratified medium is
developed from wave theory. The advantage of the unified approach is that it enables quantitative
predictions to be made of the target-echo-to-reverberation ratio in an ocean waveguide. Analytic
expressions are derived for both deterministic and stochastic scattering from the seafloor and
subseafloor. Asymptotic techniques are used to derive expressions for the scattering of broadband
waveforms from distant objects or surfaces. Expressions are then obtained for the scattered field
after beamforming with a horizontal line array. The model is applied to problems of active detection
in shallow water. Sample calculations for narrow-band signals indicate that the detection of
submerged target echoes above diffuse seafloor reverberation is highly dependent upon water
column and sediment stratification as well as array aperture, source, receiver, and target locations,
in addition to the scattering properties of the target and seafloor. The model is also applied to
determine the conditions necessary for echo returns from discrete geomorphologic features of the
seafloor and subseafloor to stand prominently above diffuse seafloor reverberation. This has great
relevance to the geologic clutter problem encountered by active sonar systems operating in shallow
water, as well as to the remote sensing of underwater geomorphology. ©2001 Acoustical Society
of America. @DOI: 10.1121/1.1339826#

PACS numbers: 43.30.Gv, 43.30.Hw, 43.30.Vh@DLB#

I. INTRODUCTION

A common problem in the active detection and localiza-
tion of a radar or sonar target arises when scattered returns
from the target become indistinguishable from returns from
randomly rough boundaries, volume inhomogeneities, or de-
terministic features of the environment. The goal of the
present article is to investigate the extent to which environ-
mental reverberation limits the ability to detect and localize a
target submerged in an ocean waveguide, where methods
developed for the radar half-space problem are inapplicable
due to the added complications of multi-modal propagation
and dispersion.

To this end, a unified model for 3-D reverberation and
submerged target scattering in a stratified medium is devel-
oped from wave theory. The model is fullybistaticand stems
directly from Green’s theorem, since it generalizes Ingenito’s
approach1,2 for harmonic scattering in a stratified medium by
incorporating stochastic scatterers and time-dependent
sources. While it is consistent with certain narrow-band re-
sults of previous ‘‘heuristic’’3 derivations3–7 for shallow wa-
ter reverberation measured with an omni-directional receiver
that are based on the work of Bucker and Morris,4 it offers
more insight and generality since it is developed from first
principles with explicitly stated assumptions. For example, it
clearly obeys reciprocity for source–receiver locations
within a layered media, which is important in properly mod-
eling the absolute level of returns from targets or surfaces
within the seafloor, and it allows absolute comparison be-
tween reverberation and deterministic target returns. Such
comparison led to inconsistencies in previous formulations
as noted in Ref. 3. It also provides analytic expressions for
the three-dimensional~3-D! field scattered bistatically by

both stochastic and deterministic objects from a source with
arbitrary time function, as well as the associated spatial and
temporal covariances. This enables realistic modeling of the
moments of the raw reverberant field received over extended
spatial and temporal apertures as well as the output after
subscquent processing with standard beamforming and
broadband signal processing techniques. In the present ar-
ticle, applications of the theory are restricted to systems
which employ the beamforming and temporally incoherent
processing widely used in narrow-band signal reception.
Analytic expressions for the statistical moments of the scat-
tered field are obtained directly, but can also be obtained by
sample averaging over realizations by Monte Carlo simula-
tions, as for example is done for rough surface scattering in
Ref. 8. The relative merit of either approach depends on the
relative difficulty in evaluating the analytically obtained mo-
ments or performing the Monte Carlo simulations for the
given problem. The analytic approach has proven to be more
advantageous and insightful for the illustrative examples of
the present article.

The primary motivation for developing the unified
model is to compare the absolute level of target echo returns
with those from the seafloor and to investigate how these
vary in both absolute and relative level as a function of water
column and sediment stratification, receiving array aperture,
and source, receiver, and target locations in a shallow water
waveguide. Another major focus of the present article is to
investigate the manner in which scattering from both ex-
tended geomorphologic features and randomly rough patches
of the seafloor and subseafloor contribute to measured rever-
beration. The latter typically makes up the diffuse reverber-
ant background, which has an expected intensity that decays
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in time after the arrival of the direct signal waveform. The
former typically leads to geological clutter, which is defined
as any set of acoustic returns from the seabed that stand
significantly above the diffuse and temporally decaying re-
verberation background. Geological clutter is a primary
problem in active sonar operations in shallow water. This is
because the clutter can be confused with or camouflage re-
turns intended from a submerged target.

A goal of this work is then to determine plausible physi-
cal mechanisms for geological clutter by use of the unified
model. To do so, both first-order perturbation theory and
empirical Lambert–Mackenzie9 models are used to describe
stochastic scattering from a randomly rough seafloor. These
models, together with deterministic models for scattering
from seafloor features, are used to determine scenarios where
geologic clutter is significant. The present focus is on sea-
floor features with mean surfaces that are finite and inclined
with the reflection properties of the layer to which they be-
long, since such features are ubiquitous in continental shelf
waters. While a large literature exists for scattering from 2-D
features in a waveguide, the focus of the present work is on
scattering from 3-D features in a waveguide. Apparently, the
only previous work on deterministic scattering from 3-D sea-
floor features in a waveguide has been for acoustically com-
pact (ka!1) proturbances on perfectly reflecting bottoms,10

but compact targets are too weak to comprise geological
clutter in a long-range active sonar system and are not rel-
evant to the present analysis. A review of the general litera-
ture on 3-D scattering in an ocean waveguide is given in Ref.
11. All illustrative examples in the present article employ
time-windowed cw source waveforms and monostatic geom-
etries to investigate the central detection issues with as
simple an approach as possible.

II. THE UNIFIED MODEL

A. The single-scatter approximation for 3-D scattering
from an object of arbitrary shape in a layered
medium

A number of simplifying conditions11 that apply to a
wide variety of active sonar problems in the ocean enable the
field scattered from an object submerged in a stratified me-
dium to be approximated, from Green’s exact theorem, as a
linear function of the object’s plane wave scatter function.12

The plane wave scatter functionS(u,f;u i ,f i) at frequencyf
is defined in Appendix A, where its relationship to Green’s
theorem and the traditional target strength and scattering
strength measures of ocean acoustics is explained.

To formulate the unified model, it is convenient to ini-
tially follow Refs. 1, 2, and 11 by placing the object centroid
at the center of all coordinate systems. The source coordi-
nates are then defined by (x0 ,y0 ,z0), receiver coordinates by
(x,y,z), and coordinates on the surface of the object by
(xt ,yt ,zt) where the positivez axis points downward and
normal to the interfaces between horizontal strata. Spatial
cylindrical (r,u,z) and spherical systems (r ,u,f) are de-
fined by x5r sinu cosf, y5r sinu sinf, z5r cosu, and
r25x21y2. The horizontal and vertical wave number com-
ponents for thenth mode are respectivelyjn5k sinan and

gn5k cosan , wherek25jn
21gn

2 and the wave number mag-
nitudek equals the angular frequencyv divided by the sound
speedc in the target layer.

The spectral component of the scattered field for a time-
harmonic source of frequencyf at r0 and a receiver atr then
becomes

Fs~r ur0!' (
m51

`

(
n51

`

Fs
~m,n!~r ur0!, ~1a!

where

Fs
~m,n!~r ur0!5

4p

k
@Am~r !An~r0!S~p2am ,f;an ,f01p!

2Bm~r !An~r0!S~am ,f;an ,f01p!

2Am~r !Bn~r0!S~p2am ,f;p2an ,f01p!

1Bm~r !Bn~r0!S~am ,f;p2an ,f01p!#,

~1b!

and

Am~r !5
i

d~0!
~8pjmr!21/2um~z!Nm

2ei ~jmr1gmD2p/4!, ~2a!

Bm~r !5
i

d~0!
~8pjmr!21/2um~z!Nm

1ei ~jmr2gmD2p/4!, ~2b!

An~r0!5
i

d~z0!
~8pjnr0!21/2un~z0!Nn

2ei ~jnr01gnD2p/4!,

~2c!

Bn~r0!5
i

d~z0!
~8pjnr0!21/2un~z0!Nn

1ei ~jnr02gnD2p/4!,

~2d!

are the down- and up-going plane wave amplitudes in the
layer of the object,D is the depth of the object center from
the sea surface,d(z) is the density at depthz, andun(z) are
the mode functions. The product ofe2 i2p f t and the right-
hand side of Eq.~1a! yields the time-harmonic scattered
field. The mode functions are normalized13 according to

dnm5E
2D

` um* ~z!un~z!

d~z!
dz, ~3!

and must be decomposable into up- and down-going plane
waves via

un~z!5Nn
2eign~z1D !2Nn

1e2 ign~z1D ! ~4!

in the layer of the object, whereNn
2 andNn

1 are the ampli-
tudes of down- and up-going plane waves in this layer. In a
Pekeris waveguide, for example,
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Nn
25Nn

15
A2

2i F1

d S H2
sin 2gnH

2gn
D

1
1

db

sin2 gnH

Ajn
22~v/cb!2G21/2

, ~5!

where db and cb are the density and sound speed of the
bottom. If the mode functions are specified at any two
depths,z1 andz2 within the target layer, the down- and up-
going plane wave amplitudes can be readily obtained as

F Nn
2

2Nn
1G5Feign~z11D ! e2 ign~z11D !

eign~z21D ! e2 ign~z21D !G21Fun~z1!

un~z2!G . ~6!

Equations~1!–~6! for the scattered field from an arbitrarily
shaped object in a waveguide differ from Ingenito’s
formulation1 in a number of ways. The most substantial dif-
ference is that, by inclusion of Eqs.~4! and~6!, they explic-
itly show how the scattered field for an arbitrarily shaped
object can be computed in a stratified medium. Ingenito also
defines the plane wave scatter function differently than most
standard texts by describing the incident plane wave in terms
of the direction it comes fromrather thanthe direction it
goes to. The latter, standard approach, is adopted here.

Finally, the more standard mode function normalization
of Ref. 13 is adopted here, so that Eq.~1! obeys reciprocity
as defined in Appendix A2 of Ref. 13, so that
d(z0)Fs(r ur0)5d(z)Fs(r0ur ). Satisfaction of reciprocity
becomes important for an approach if it is to yield accurate
estimates of the scattered field when the source, receiver, and
target are in layers that have significantly different densities,
and is a natural consequence of the use of Green’s theorem
in the present formulation, but has been left unaddressed as
an issue in previous heuristic reverberation formulations.3–7

The issue becomes of practical concern in modeling the level
of returns from targets or surfaces buried in the seafloor from
sonar systems operating in the water column above.

A more general expression than Eqs.~1!–~6!, for the
scattered field from an arbitrarily shaped object in a stratified
medium, is given in Refs. 2 and 11 in terms of wave number
integrals. As noted in Ref. 11, the more general wave num-

ber formulation is valid when~1! the propagation medium is
horizontally stratified and range independent;~2! the object
is contained within an iso-velocity layer;~3! multiple reflec-
tions between theobjectand waveguide boundaries make a
negligible contribution at the receiver; and~4! the range from
the object to source or receiver is large enough that the scat-
tered field can be expressed as a linear function of the ob-
ject’s plane wave scatter function. All of these conditions
then must be satisfied for Eqs.~1!–~6! to be valid, with one
additional constraint. The ranges involved must be large
enough that the Green’s functions, from source-to-target and
target-to-receiver, are accurately approximated as sums of
discrete modes. The latter is an expected consequence of the
Riemann–Lebesgue lemma.14 The present formulation and
its spectral equivalent have been implemented for target scat-
tering in a waveguide over the full 360-degree span of bi-
static angles in Refs. 1, 2 and 11. It is noteworthy that this
formulation includes the scattering of evanescent waves by
analytic continuation of the scatter function, as has been pre-
viously discussed and implemented in Refs. 2 and 11, as well
as in Ref. 8 which uses a formulation similar to Ingenito’s.

B. The field scattered from general stochastic targets

By allowing the scatter function for the object to be a
random variable, the single-scatter formulation of the previ-
ous section applies to the more general problem of scattering
from a stochastic target submerged in a waveguide. This ap-
proach is particularly valuable in modeling scattering from
targets of unknown shape or orientation, randomly rough
surface interfaces, or stochastic volume heterogeneities, all
of which can contribute significantly to the reverberant field
measured in shallow water.

The moments of the scattered field can be derived ana-
lytically to determine its expected behavior. The mean field,
for example, becomes

^Fs~r ur0!&' (
m51

`

(
n51

`

^Fs
~m,n!~r ur0!&, ~7!

where

^Fs
~m,n!~r ur0!&5

4p

k
@Am~r !An~r0!^S~p2am ,f;an ,f01p!&2Bm~r !An~r0!^S~am ,f;an ,f01p!&

2Am~r !Bn~r0!^S~p2am ,f;p2an ,f01p!&1Bm~r !Bn~r0!^S~am ,f;p2an ,f01p!&# ~8!

while the mutual intensity of the field scattered for receivers atr and r 8 becomes

^Fs~r ur0!Fs* ~r 8ur0!&' (
m51

`

(
n51

`

(
m851

`

(
n851

`

^Fs
~m,n!~r ur0!Fs

~m8,n8!* ~r 8ur0!&, ~9!

where

^Fs
~m,n!~r ur0!Fs

~m8,n8!* ~r ur0!&5S 4p

k D 2

@Am~r !An~r0!Am8
* ~r 8!An8

* ~r0!^S~p2am ,f;an ,f01p!S* ~p2am8 ,f8;an8 ,f01p!&

2Am~r !An~r0!Bm8
* ~r 8!An8

* ~r0!^S~p2am ,f;an ,f01p!S* ~am8 ,f8;an8 ,f01p!&

2Am~r !An~r0!Am8
* ~r 8!Bn8

* ~r0!^S~p2am ,f;an ,f01p!S* ~p2am8 ,f8;p2an8 ,f01p!&
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1Am~r !An~r0!Bm8
* ~r 8!Bn8

* ~r0!^S~p2am ,f;an ,f01p!S* ~am8 ,f8;p2an8 ,f01p!&

2Bm~r !An~r0!Am8
* ~r 8!An8
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* ~r 8!Bn8

* ~r0!^S~am ,f;an ,f01p!S* ~p2am8 ,f8;p2an8 ,f01p!&

2Bm~r !An~r0!Bm8
* ~r 8!Bn8

* ~r0!^S~am ,f;an ,f01p!S* ~am8 ,f8;p2an8 ,f01p!&
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* ~r 8!An8

* ~r0!^S~p2am ,f;p2an ,f01p!S* ~p2am8 ,f8;an8 ,f01p!&

1Am~r !Bn~r0!Bm8
* ~r 8!An8
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1Am~r !Bn~r0!Am8
* ~r 8!Bn8
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The spatial covariance, or cross spectral density, of the scat-
tered field,

^Fs~r ur0!Fs* ~r 8ur0!&2^Fs~r ur0!&^Fs* ~r 8ur0!&

' (
m51

`

(
n51

`

(
m851

`

(
n851

`

^Fs
~m,n!~r ur0!Fs

~m8,n8!* ~r 8ur0!&

2^Fs
~m,n!~r ur0!&^Fs

~m8,n8!* ~r 8ur0!&, ~11!

follows directly from Eqs.~7!–~10!, and has been imple-
mented for fluctuating targets submerged in an ocean
waveguide.15

C. When scattering statistically decorrelates the
waveguide modes

Many useful scattering properties of a random target are
described by the covariance of its scatter function, which
couples incident modes withn and n8 subscripts together
with scattered modes withm andm8 subscripts in the cross
spectral density of Eq.~11!. Under many situations of prac-
tical interest in the scattering from fluctuating targets or ran-
domly rough surfaces, then andn8 incident modes decouple
as do the scatteredm andm8 modes.

Assume that the random target’s characteristic dimen-
sionL is large compared to the wavelengthl and that for any
realization it has complicated structure with significant varia-
tions on the wavelength scale. These assumptions are used
extensively in radar to describe fluctuating targets,16,17 such
as aircraft of unknown shape and orientation, and in radar,
statistical optics, and acoustics to describe scattering from
randomly rough surfaces.18–20They typically lead to circular
complex Gaussian random~CCGR! fluctuations in the scat-
tered field over different statistical realizations of the

target.16–21 When the target is a randomly rough surface,
these assumptions are equivalent to restricting the correlation
length of the surface roughness to be much smaller than the
dimensionL of the targeted surface. In this case the scattered
field is usually termeddiffuseor incoherent‘‘because of its
wide angular spread and lack of phase relationship with the
incident wave.’’18

For any realization of such a random surface or target,
say for example thekth realization, its scatter function
Sk(V;V i) will be highly oscillatory in magnitude and phase
over both incidentV i5(u i ,f i) and scatteredV5~u,f! di-
rections and will have a complicated lobe pattern. This lobe
pattern will vary significantly over random realizations of the
surface or target due to changes in constructive and destruc-
tive interference, making the scatter function representing all
realizationsS(V;V i) a random variable with zero expected
value, ^S(V;V i)&50. Due to the complicated structure of
the target, the angular width of any lobe in the scatter func-
tion will be on the order of the minimum width set by dif-
fraction of l/L, which is small by assumption. The second
moment of the scatter function̂S(V;V i)S* (V8;V i8)& for
incident anglesV i , V i8 and scattered anglesV, V8 can be
thought of as an ensemble average ofSk(V;V i)Sk* (V8;V i8)
over realizations of the random surface. This product will
oscillate about zero across realizationsk for uV i2V i8u
.l/L anduV2V8u.l/L so that the ensemble average will
tend to zero due to term by term cancellation. Herel/L
behaves as an angular correlation width of the scatter func-
tion over variations in both incident and scattered angle. The
product will tend to become positive definite foruV i2V i8u
<l/L, uV2V8u<l/L, however, so that the ensemble aver-
age will approacĥ uS(V;V i)u2&.

Applying this reasoning to stochastic targets or surface
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patches in a waveguide, the covariance of the scatter function can be written as

^S~am ,f;an ,f01p!S* ~am8 ,f8;an8 ,f01p!&2^S~am ,f;an ,f01p!&^S* ~am8 ,f8;an8 ,f01p!&

5dnn8dmm8Cmn~r ,r 8ur0!, ~12a!

where

Cmn~r ,r 8ur0!5^S~am ,f;an ,f01p!S* ~am ,f8;an ,f01p!&2^S~am ,f;an ,f01p!&^S* ~am ,f8;an ,f01p!&, ~12b!

when the angular separationuan2an8u between modesn and
n8 is greater than the angular correlation widthl/L set by
diffraction. In practical scenarios, this criterion will apply
most stringently to the dominant modes, where full decorre-
lation will occur for uan112anu on the order or greater than
l/L. For trapped modes,uan112anu is less than the critical
angle of the bottom.

Insertion of Eq.~12a! into Eq. ~11! then leads to a great
simplification in the spatial covariance of the scattered field

^Fs~r ur0!Fs* ~r 8ur0!&2^Fs~r ur0!&^Fs* ~r 8ur0!&

' (
m51

`

(
n51

`

^Fs
~m,n!~r ur0!Fs

~m,n!* ~r 8ur0!&

2^Fs
~m,n!~r ur0!&^Fs

~m,n!* ~r 8ur0!&, ~13!

where the quadrupole modal sum reduces to a double modal
sum.

D. The field scattered from a randomly rough or
inhomogeneous seabed

When the scattering is due to a randomly rough seafloor
patch, a great simplification occurs in the form of the mutual
intensity. Of the 16 parenthetical terms of Eq.~10!, only 1
represents a down-going incident wave coupling to an up-
going scattered wave. Accordingly, the field scattered into
the waveguide from a randomly rough seafloor patch of area
DA, as defined in Appendix A, must have mutual intensity
given by Eq.~9! with

^Fs
~m,n!~r ur0!Fs

~m8,n8!* ~r 8ur0!&

5S 4p

k D 2

@Bm~r !An~r0!Bm8
* ~r 8!An8

* ~r0!

3^S~am ,f;an ,f01p!S* ~am8 ,f8;an8 ,f01p!&#,

~14!

and cross spectral density given by Eq.~11! with

^Fs
~m,n!~r ur0!Fs

~m8,n8!* ~r 8ur0!&2^Fs
~m,n!~r ur0!&^Fs

~m8,n8!* ~r 8ur0!&

5S 4p

k D 2

Bm~r !An~r0!Bm8
* ~r 8!An8

* ~r0!$^S~am ,f;an ,f01p!S* ~am8 ,f8;an8 ,f01p!&

2^S~am ,f;an ,f01p!&^S* ~am8 ,f8;an8 ,f01p!&%. ~15!

The cross spectral density is more useful in describing the
stochastic scattering properties of a randomly rough seafloor
patch than the mutual intensity because deterministic effects,
such as specular reflection, coherent beaming, and forward
scattering, are removed with the expected field. In diffuse
surface scattering problems, where the surface scattering
patch must be much larger than the wavelength, the expected
value of the scattered field is typically negligible away from
the specular direction due to random interference. The cross
spectral density and mutual intensity then become effectively
indistinguishable.

With the assumption of diffuse scattering described
in the previous section, which is supported by a large
amount of experimental evidence,18,22 application of Eq.
~12a! yields

^Fs
~m,n!~r ur0!Fs

~m8,n8!* ~r 8ur0!&

2^Fs
~m,n!~r ur0!&^Fs

~m8,n8!* ~r 8ur0!&

5dmm8dnn8 ,Cmn~r ,r 8ur0!Bm~r !An~r0!Bm8
* ~r 8!An8

* ~r0!

3S 4p

k D 2

, ~16!

which leads to a great simplification in the scattered field
covariance:

^Fs~r ur0!Fs* ~r 8ur0!&2^Fs~r ur0!&^Fs* ~r 8ur0!&

5S 4p

k D 2

(
m51

`

(
n51

`

Bm~r !Bm* ~r 8!uAn~r0!u2Cmn~r ,r 8ur0!.

~17!
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If the seafloor is taken as an aggregate of range-dependent
scattering patches and if these are each small enough to have
little effect on the mean forward field, Eq.~17! provides a
good approximation to the cross spectral density after for-
ward propagating through this mildly range-dependent wave-
guide and then scattering in a specified direction from the
given patch.

It is noteworthy that a formulation in terms of wave
number integrals is not convenient in describing the statisti-
cal equipartition of energy associated with diffuse scattering
since the modes are the entities that describe the system’s
degrees of freedom rather than the wave number compo-
nents.

E. General saddle point approximation for the
scattered field in time from a distant object

For a source with general time dependence

q~ t !5E
2`

`

Q~ f !e2 i2p f t d f , ~18!

and spectrum

Q~ f !5E
2`

`

q~ t !ei2p f t dt, ~19!

the scattered field as a function of time from an object with
center at the origin becomes

Cs~r ur0ut !5E
2`

`

Q~ f !Fs~r ur0!e2 i2p f t d f , ~20!

where Eq.~1! can be rewritten as

Fs~r ur0!5 (
m51

(
n51

Lmn~r ur0 , f !eir0jn1 irjm, ~21!

so that

Cs~r ur0ut !5 (
m51

(
n51

E
2`

`

Q~ f !Lmn~r ur0 , f !eircmn~ f ! d f ,

~22!

where

Lmn~r ur0 , f !5Fs
~m,n!~r ur0!e2 ir0jn2 irjm, ~23!

and

cmn~ f !5
r0

r
jn1jm22p f

t

r
. ~24!

By application of the saddle point method, for larger, as-
sumingr0 /r and t/r are fixed,

Cs~r ur0ut !'(
l 51

(
m51

(
n51

A 2p

rc9~ f lmn!

3Q~ f lmn!Lnm~r ur0 , f lmn!

3eircmn~ f lmn!1~6 ip/4! lmn, ~25!

where the relevant saddle pointsf lmn are determined by solv-
ing the equation

dcmn~ f !

d f U
f 5 f lmn

50, ~26!

and choosing the complex roots that lead to a finite solution
of Eq. ~24! as r and r0 increase, wherel is the index for
multiple roots givenn and m. Such solutions do not exist
before the wave packet has arrived or after it has passed the
receiver. Equation~24! can also be written more conve-
niently as

Cs~r ur0ut !'(
l 51

(
m51

(
n51

Q~ f lmn!A 2p

rc9~ f lmn!

3Fs
~n,m!~r ur0!u f 5 f lmn

e2 i2pt f lmn1~6 ip/4! lmn,

~27!

where the frequenciesf lmn for eachn to m mode conversion
must be evaluated at each time and source and receiver
range. Equation~27! is also obtained if, analogously,r0 is
made large andt/r0 held fixed in Eqs.~22!–~24!. Typically,
both r andr0 will be sufficiently large for the saddle point
method approximation to hold whenever the modal formula-
tion of Sec. II A, which also requires larger andr0 , is valid.

The covariance of the scattered field at timet from a
distant stochastic target then becomes

^Cs~r ur0ut !Cs* ~r 8ur0ut !&2^Cs~r ur0ut !&^Cs* ~r 8ur0ut !&

'(
l 51

(
m51

(
n51

(
l 851

(
m851

(
n851

Q~ f lmn!Q* ~ f l 8m8n8!

3
2p

Arr8c9~ f lmn!c9*~ f l 8m8n8!

3e2 i2pt~ f lmn2 f
l 8m8n8
* !1~6 ip/4! lmn2~6 ip/4! l 8m8n8

3$^Fs
~m,n!~r ur0!u f 5 f lmn

Fs
~m8,n8!* ~r 8ur0!u f 5 f l 8m8n8

&

2^Fs
~m,n!~r ur0!u f 5 f lmn

&^Fs
~m8,n8!* ~r 8ur0!u f 5 f l 8m8n8

&%

~28!

by substitution of Eq.~1a! as appropriate for the given scat-
tering scenario.

It can now be seen that the basic equation of Ref. 3, Eq.
~9!, which appears without stated restrictions, is not gener-
ally valid, except under certain narrow-band conditions.
Also, the present analysis indicates that the group velocity
cannot generally be treated as a frequency-independent quan-
tity as it is in the development of Ref. 3, where a number of
narrow-band assumptions have apparently been made im-
plicitly, as may be seen by also consulting Refs. 7 and 23, for
example.

F. An absolute reference frame

To compute reverberation from wide and heterogeneous
areas of seafloor or a number of distributed scatterers, it is
convenient to recast Eq.~1! in terms of an absolute, rather
than target-centered, spatial coordinate system. Let this sys-
tem be defined by coordinatesR5(X,Y,Z) whose axes are
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parallel to those of thex,y,z target-centered system, where
the positiveZ axis is again downward pointing, but whose
origin lies at the ocean surface, for example, wherez52D
in the target-oriented frame. In this more general frame, the
source position is defined byR05(X0 ,Y0 ,Z0), the receiver
positions byRr5(Xr ,Yr ,Zr) andRr85(Xr8 ,Yr8 ,Zr8), and the
center of a given scattering patch byR5(X,Y,Z), where, for
example, X5R sinq cosw, Y5R sinq sinw, Z5R cosq,
andR25X21Y21Z2. The origin of all these coordinate sys-
tems are colocated and the axes are parallel. Spatial coordi-
nates are translated from the target-oriented to the absolute
frame by substitutingr5Rr2R, r 85Rr82R, and r05R0

2R in Eqs.~1! and ~2!. This leads, for example, to

Am~Rr2R!5
ium~Zr2Z!Nm

2

d~Z!~8pjmA~Xr2X!21~Yr2Y!2!1/2

3ei ~jmA~Xr2X!21~Yr2Y!21gmZ2p/4!, ~29a!

Bm~Rr2R!5
ium~Zr2Z!Nm

1

d~Z!~8pjmA~Xr2X!21~Yr2Y!2!1/2

3ei ~jmA~Xr2X!21~Yr2Y!22gmZ2p/4! ~29b!

by making the substitutions

x05~X02X!, y05~Y02Y!,

x5~Xr2X!, y5~Yr2Y!,

r05A~X02X!21~Y02Y!2, ~30a!

r5A~Xr2X!21~Yr2Y!2,

z05Z02Z, z5Zr2Z,

in Eqs.~1! and ~2!, where

cosf05x0 /r0 , sinf05y0 /r0 ,
~30b!

cosf5x/r, sinf5y/r.

It must be stressed that the plane wave amplitudes and
vertical wave numbers are evaluated in the layer of the scat-
tering patch. The covariance of the scattering function for a
given patch in the absolute, rather than object-oriented frame
then becomes

Cmn~Rr2R,Rr82RuR02R!5Cmn~r ,r 8ur0!. ~31!

III. SHALLOW WATER REVERBERATION

A. Reverberation in time

Reverberation, as measured with an active sonar system,
is taken to be any and all echoes returning from the environ-
ment rather than the intended target. The characteristics of
reverberation then depend not only on the environment but
also the geometry of the source and receiver as well as the
signal waveform. In field measurements, reverberation is
measured as a function of time. It can often be decomposed
into two components. The most prevalent is a diffuse com-
ponent. This has instantaneous intensity that typically under-
goes random fluctuations that obey the central limit theorem
about an expected value that decays uniformly with time. For

reverberation to be diffuse, the scattering region that contrib-
utes to the intensity measured at a given instant must be large
compared to the mean wavelength. This region, referred to as
the system resolution footprint, will be considerably smaller
for data beamformed with a high-resolution array than for
data received by an omni-directional receiver. The second
component, known as clutter, is here defined as any discrete
temporal event, caused by an anomalous scatterer, that
stands significantly above the diffuse reverberation back-
ground. Here ‘‘significantly above’’ means much more than
one standard deviation in sound pressure level. For certain
systems that employ high-resolution temporal processing and
operate in weakly dispersive waveguides, there may be no
diffuse component to the reverberation. In this case coherent
temporal oscillations may be found in reverberant intensity
measurements24 that are due to modal interference as noted
by Ellis.3 Lepage has recently investigated similar coherent
effects under a narrow-band approximation for an omni-
directional receiver.7

When the single-scatter approximation is valid, the total
reverberant field measured at any timet for a time-harmonic
source is simply the sum of the scattered fields from all en-
vironmental scatterers

FT~Rr ,R0!e2 i2p f t

5e2 i2p f tE E E
V

Fs~Rr2RuR02R! dX dY dZ. ~32!

For a source with general time dependenceq(t), the total
reverberant field becomes

CT~Rr ,R0ut !5E
2`

`

Q~ f !FT~Rr ,R0!e2 i2p f t d f , ~33!

or equivalently

CT~Rr ,R0ut !5E E E
V

Cs~Rr2RuR02Rut ! dX dY dZ,

~34!

where Cs(Rr2RuR02Rut) can be obtained directly from
Eq. ~25! for distant scatterers. The simplicity of this equation
is deceptive. While it can be evaluated in a relatively
straightforward manner for deterministic targets, its interpre-
tation and implementation become far more difficult for sto-
chastic targets. The covariance

^CT~Rr ,R0ut !CT* ~Rr8 ,R0ut8!&

2^CT~Rr ,R0ut !&^CT* ~Rr8 ,R0ut8!&,

for example, provides a second moment characterization of
the reverberant field that is sufficient for most remote sensing
applications, where a statistical correlation between scatter-
ers over the volumeV is implicitly required to evaluate the
covariance. This quantity is most useful for investigating the
performance of systems that employ pulse compression in an
attempt to attain high temporal resolution. If all scatterers are
independent, the covariance of the total reverberant field in
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time can be obtained directly by summing the covariances of
the individual scatterers using Eq.~28!.

A difficulty arises, however, in anyanalytic representa-
tion for ^CT(Rr ,R0ut)CT* (Rr8 ,R0ut8)& when expectation
values are brought within the modal sums and spatial and
Fourier integrals. Even for a single random scattering patch,
one finds that the second moment of the scatter-function,
^S(u,f;u i ,f i)u fS* (u8,f8;u i8 ,f i8)u f 8&, is required forjoint
correlation across both wave number and frequency. We are
only aware of analytic derivations existing for this second
moment whenu5u8, f5f8, u i5u i8 , f i5f i8 , and f 5 f 8, as
noted in the definition of the expected bistatic scattering
cross section of a random target or rough surface patch in
Appendix A. This difficulty is circumvented when
^CT(Rr ,R0ut)CT* (Rr8 ,R0ut8)& is estimated by Monte Carlo
simulation sinceCT(Rr ,R0ut)CT* (Rr8 ,R0ut8) is averaged
across independent realizations of the rough surface. Broad-
band scattering statistics can then be obtained by either the
saddle point method of Sec. II E or the Fourier synthesis of
Eq. ~20! since only the deterministic scatter function need be
known to compute the scattered field for a given realization
of the rough surface. In this way, by Monte Carlo simula-
tions,^CT(Rr ,R0ut)CT* (Rr8 ,R0ut8)& can be readily obtained
using the theory developed in Sec. II to investigate the per-
formance of systems that employ high-resolution temporal
processing such as pulse compression.

B. Charting diffuse reverberation when system
integration time spans dominant signal energy

A simpler analytic approach than the saddle point ap-
proximation or Fourier synthesis can be employed to inves-
tigate system performance when the integration time of the
measurement systemT is sufficiently long to include the
dominant signal energy returned from the target or scattering
patch. In this case, Parseval’s theorem can be applied to the
Fourier integral of Eq.~20!, converted to absolute coordi-
nates, to obtain the time-averaged mutual intensity expected
at Rr from a target or scattering patch atR due to a source at
R0 ,

I ~R,Rr ,R0 ,t !5
1

T E
t2T/2

t1T/2

^uCs~Rr2RuR02Rut0!u2& dt0

'
1

T E
2`

`

^uCs~Rr2RuR02Rut0!u2& dt0

5
1

T E
2`

`

uQ~ f !u2^uFs~Rr2RuR02R!u2&d f ,

~35!

wheret2T/2 is less than or equal to the arrival time of the
scattered signal.

This type of incoherent integration is typically used in
the reception of narrow-band source waveforms, and is also
often used in the analysis of broadband returns from explo-
sive sources such as SUS22 where the exact time function of
the source is unknown. While it is equally valid for wave-
forms of arbitrary bandwidth, it does not take advantage of

the full pulse compression possible for broadband wave-
forms. However, it is often unclear in practice whether or not
pulse compression can be meaningfully exploited with sig-
nals received after dispersive waveguide propagation. For
the type of incoherent time average specified in Eq.~35!, the
problems mentioned in Sec. III A are alleviated since only
^S(u,f;u i ,f i)u fS* (u8,f8;u i8 ,f i8)u f& need be evaluated for
a given random scatterer, so that Eqs.~9! and ~10! can be
directly applied, since frequency cross terms vanish as a re-
sult of Parseval’s theorem. A center frequency approxima-
tion to Eq.~35! can often be made for narrow-band signals as
discussed in Appendix B.

If the time spread of the signal due to dispersion in the
waveguideDts is small compared to the time durationTs of
the source signal, the expected horizontal range resolution
Dr of the system will take roughly the same form as in free
spaceDr5 c̄Ts/2, for narrow-band signals, wherec̄ is the
mean horizontal propagation speed of the signal between
source and receiver in the waveguide. In this case, the inte-
gration timeT of the system can be set to its minimum value
of Ts . BothDts andc̄ can be quantitatively defined in terms
of the received field as in Ref. 25. They depend on the acous-
tic properties of the waveguide, the signal time dependence,
and source–receiver geometry. For the narrow-band ex-
amples of Sec. IV, simulations show thatc̄'1500 m/s, t c̄
'r1r0 , andDts /Ts is small, wherer andr0 are defined in
Eq. ~30a!.

A typical bistatic sonar system will resolve a patch of
seafloorA(R,Rr ,R0), the dimensions of which depend on
the receiving array aperture, frequency, and the bistatic ge-
ometry of the source, receiver, and seafloor patch as dis-
cussed in Appendix C of Ref. 26 and Refs. 27 and 28. For a
monostatic measurementA5rDrDw, whereDw5l/LA is
the Rayleigh resolution of the horizontal aperture of length
LA .

For convenience, assume that thehorizontalorigin in an
absolute reference frame is chosen to be at the center of the
receiving arrayZr5(0,0,Zr). Let the beamformed output of
a receiving array located along theYr-axis, obtained by spa-
tial Fourier transform of the time-harmonic scattered field
across the array aperture, be denoted by

FB~fs ,Zr ,R,R0!5E
2`

`

T~Yr !Q~ f !Fs~Rr2RuR02R!

3eik sin wsYr dYr , ~36!

wherews is the azimuth the array is steered towards,w is the
azimuth of the scattering patch, andT(Yr) is the array taper
function. Suppose a uniform rectangular taper function is
used withT(Yr)51/LA for 2LA/2<Yr<LA/2 and zero else-
where, and the seafloor scattering patch is in the far field of
the array, such thatuRu.LA

2/l, and the scattering patch be-
haves as a point target to the array so that the angle it sub-
tends at the array is less thanl/LA . Under these assump-
tions, the spectral density or field variance received from this
patch can be well approximated by
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^uFB~w,Zr ,R,R0!u2&2u^FB~w,Zr ,R,R0!&u2

5S 4p

k D 2

uQ~ f !u2 (
m51

`

(
n51

`

uBm~Zr2R!u2

3uAn~R02R!u2Cmn~Zr2R,Zr2RuR02R!

3Usin$~LA/2!sinw@k2Re$jm%#%

~LA/2!sinw@k2Re$jm%#
U2

~37!

upon substitution of Eq.~17! into Eq.~36! with fs5f so the
array is steered toward the patch. With the assumption that
the resolution footprintA is much larger thanDA, the area of
a given patch, and all patches are statistically independent,
the total variance of the received field from seafloor within
the system resolution footprint can be written as the sum of
the variances of each patch via

VB~X,Y!5 E E
A~R,Zr ,R0!

~ ^uFB~w,Zr ,R8,R0!u2&

2u^FB~w,Zr ,R8,R0!&u2!
1

nz8DA
dX8 dY8,

~38!

where n̂5(nx ,ny ,nz) is the surface normal atR. Since the
differential areadX8dY8 must be normalized by the horizon-
tal projected area of each potentially inclined patch atR8 to
allow horizontal integration, Eq.~38! does not allow vertical
patches.

When Parseval’s theorem is invoked again under the
assumption that the integration time of the measurement sys-
tem includes the dominant energy returned from the resolved
patch of seafloor, after time-domain beamforming and finite
time averaging by the receiver over periodT, the field vari-
ance from seafloor within the system resolution footprint of
areaA(R,Rr ,R0) centered at (X,Y) becomes

V̄B~X,Y!5
1

T E
2`

`

VB~X,Y! d f . ~39!

Equations~37!–~39! imply a reduction in reverberation level
for off-broadside beams due solely to modal dispersion. Only
at broadside does the phase speed of the incident waves
match that expected under the nondispersive assumptions of
plane wave beamforming. Only broadside beamforming is
considered in the simulations of the present article to elimi-
nate this effect from the analysis. The effects of modal dis-
persion on beamformed reverberation are investigated in
Ref. 25.

Under the present assumptions, reverberation measured
in time can be charted in space for any bistatic geometry
using a look-up table comprised of the mean time delay from
source to scattering patcht̄(r t ,r0) and scattering patch to

FIG. 1. The geometry of the waveguide which has a water column com-
prised of upper layer sound speedcw1 for 0,Z,25, lower layer sound
speedcw2 for 35,Z,100, and transition layer sound speedcw12(cw1

2cw2)(Z225)/10 for 25<Z<35. The water column density isdw

51000 kg/m3 and the attenuation isaw56.031025 dB/l. The bottom can
have up to two sediment layers. The upper and middle sediment layers have
respective thicknesses, sound speeds, densities, and attenuations ofh1 , cb1 ,
db1 , ab1 andh2 , cb2 , db2 , ab2 , overlying a sediment half-space of sound
speedcb3 , densitydb3 , and atteunationab3 . The monopole source is colo-
cated with receiving array center, with array axis normal to the range-depth
plane of the sketch. Source and receiver may be placed anywhere in the
water column. The submerged target may be placed in the upper or lower
layers of the water column where sound speed is constant as indicated in
Fig. 2. Seafloor and buried riverbank features may also be included at the
water–sediment and sediment-layer to sediment half-space interfaces as in-
dicated in Fig. 6. Squiggly lines indicate statistically rough interfaces.

FIG. 2. Three scenarios for the active detection of a submerged pressure
release sphere of radiusa510 m. The water column is modeled as either
having constant sound speed or as downward refracting. The bottom is
composed of either a pure sediment half-space or a single sediment layer
over a sediment half-space.~a! Monopole source and horizontal receiving
array center are colocated at 50-m depth with target at 50-m depth also.~b!
Source and receiving array center are colocated at 10-m depth with target at
50-m depth.~c! Source and receiving array center are colocated at 10-m
depth with target at 15-m depth.

917 917J. Acoust. Soc. Am., Vol. 109, No. 3, March 2001 N. C. Makris and P. Ratilal: Unified model for reverberation and scattering



receivert̄(r ,r t).
25 Similarly, reverberation modeled with the

spatial formulation of Eqs.~38! and ~39! can be made a
function of time by reversing the procedure.

C. Lambert–Mackenzie scattering and reverberation

A number of simplifications are possible when the scat-
tering surface hasLambertian29 behavior. The covariance of
the scattering function for a Lambertian scattering patch of
areaDA with albedo« takes the form of Eq.~12a! with

Clm~Rr2R,Rr82RuR02R!5k2
«

p
u î sl•n̂i î im•n̂uDA,

~40!

whereî im and î sl are the directions in which the down-going
component of themth incident and up-going component of
the lth scattered modes propagate andn̂ is the seafloor nor-
mal, pointing away from the water column, in a scattering-
patch-centered coordinate system where the positive-z axis
points downward. The differential scattering cross section of
the surface patch is then given by the product of 4p/k2 and
the right-hand side of Eq.~40!.

Under Lambertian scattering, the cross spectral density
of the scattered field given in Eq.~17! then becomes express-
ible in terms of single summations

^Fs~r !Fs* ~r 8!&2^Fs~r !&^Fs* ~r 8!&

516p«DAS (
l 51

`

Bl~r !Bl* ~r 8!u î sl•n̂u D
3S (

m51

`

uAm~r0!u2u î im•n̂u D . ~41!

The surface projection factors can be written in terms of the
incident and scattered wave number components, the mea-
surement geometry, and the orientation of the surface patch
via

u î sl•n̂u5Uj l

k
@nx cosw1ny sinw#1

g l

k
nzU, ~42a!

u î im•n̂u5Ujm

k
@nx cos~w01p!1ny sin~w01p!#2

gm

k
nzU.

~42b!

The scattered field covariance from a given seafloor patch in
a target-oriented frame is

^Fs~r ur0!Fs* ~r 8ur0!&2^Fs~r ur0!&^Fs* ~r 8ur0!&

516p«DAS (
l 51

`

Bl~r !Bl* ~r 8!Uj l

k
@nx cosw1ny sinw#

1
g l

k
nzU D S (

m51

`

uAm~r0!u2Ujm

k
@nx cos~w01p!

1ny sin~w01p!#2
gm

k
nzU D , ~43!

wherenx5ny50 for a bottom with zero mean inclination. In
an absolute frame it becomes

^Fs~Rr2RuR02R!Fs* ~Rr82RuR02R!&2^Fs~Rr2RuR02R!&^Fs* ~Rr82RuR02R!&

516p«DAS (
l 51

`

Bl~Rr2R!Bl* ~Rr82R!Uj l

k

nx~Xr2X!1ny~Yr2Y!

A~Xr2X!21~Yr2Y!2
1

g l

k
nzU D

3S (
m51

`

uAm~R02R!u2Ujm

k

nx~X02X!1ny~Y02Y!

A~X02X!21~Y02Y!2
1

gm

k
nzU D , ~44!

where the components of the surface normaln̂ are now a function of theX, Y, Z position of the surface patch center. Under
far-field assumption, the field variance received from seafloor within the system resolution footprint centered at (X,Y) and
averaged over time periodT can be well approximated by

V̄B~X,Y!5
16p«

T E
2`

`

uQ~ f !u2 E E
A~R,Zr ,R0!

S (
l 51

`

uBl~Zr2R8!u2Uj l

k

nx~Xr2X8!1ny~Yr2Y8!

nzA~Xr2X8!21~Yr2Y8!2
1

g l

k U
3Usin~~LA/2!sinw@k2Re$j l%#)

~LA/2! sinw@k2Re$j l%#
U2D S (

m51

`

uAm~R02R8!u2Ujm

k

nx~X02X8!1ny~Y02Y8!

nzA~X02X8!21~Y02Y8!2
1

gm

k U D dX8 dY8 d f ,

~45!
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when T is sufficiently large for the dominant energy of the
scattered field to be received. This result for the Lambertian
seafloor offers significant advantages in implementation
through the separation of the incident and scattered modal
summations. For narrow-band waveforms, terms within the
modal summations of Eq.~45! often vary so slowly that they
can be approximated as a constant function of frequency
over the dominant portion of the spectral windowQ( f ). This
greatly simplifies computations as shown in Appendix B.

D. Perturbation theory for diffuse rough surface
scattering and reverberation

Perturbation theory can also be used to calculate the
field scattered by a rough surface. The advantage of pertur-
bation theory, when it is applicable, is that it is derived from
first principles and so requires knowledge of only the geo-
acoustic properties of the media, such as sound speed and
density, as well as a second moment characterization of the
statistical properties of the scattering surface.

Let thex andy components of the gradient of the surface
zs(x,y) be denoted by

p5
]zs

]x
, ~46a!

q5
]zs

]y
. ~46b!

The surface normal can be expressed as

n5
~2p,2q,1!

A11p21q2
, ~47a!

along with two orthonormal surface tangents

t15
~1,0,p!

A11p2
, ~47b!

and

FIG. 3. The scattered field from a submerged pressure-release sphere of radiusa510 m, at f 5300 Hz and center at 50-m depth, and Lambert–Mackenzie
reverberation from the seafloor within the broadside resolution footprint of the monostatic system as a function of range for a water column with constant
sound speed of 1500 m/s, i.e.,cw15cw251500 m/s. Monopole source and receiving array center are colocated at 50-m depth. Range increases along thex-axis
and depth along thez-axis, with the array axis along they-axis. Source strength is 0 dBre 1 mPa @ 1 m. Reverb modeled withT51/2 s duration cw source
signal at 300 Hz and receiving array resolutionl/L53.7 degrees.~a! Pekeris waveguide examples for bottom half-spaces composed of either sand or silt, i.e.,
h15h250. ~b! Bottom has a silt layer of eitherh152 m or h155 m overlying a sand half-space, andh250. ~c! Bottom has a sand layer of eitherh1

52 m or h155 m overlying a silt half-space, andh250. Error bars show the 5.6 dB standard deviation in reverb level.
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t25
~2pq,11p2,q!

A~11p2!~11p21q2!
, ~47c!

where ist1 obtained by taking an infinitesimal step along the
surface on thex axis, andt2 is the crossproduct ofn and t1 .

The projections of the incident and scattered wave num-
ber vectors on the surface then become

K i5~ki•t1!t11~ki•t2!t2 , ~48a!

K5~k•t1!t11~k•t2!t2 , ~48b!

where, for incident moden and scattered modem,

ki5„jn cos~f01p!,jn sin~f01p!,gn…, ~49a!

k5~jm cosf,jm sinf,gm!, ~49b!

so that

K i•K5~ki•t1!~k•t1!1~ki•t2!~k•t2!, ~50!

and, for example,

uK i u25~ki•t1!21~ki•t2!2, ~51a!

uK u25~k•t1!21~k•t2!2. ~51b!

A plane wave incident from medium 1 half-space that is
reflected from strata below has total reflection coefficient30

G~K i !5
G12~K i !1G8~K i !e

i2g~2!h1

11G12~K i !G8~K i !e
i2g~2!h1

, ~52a!

where

G12~K i !5
r2 /Ak2

22Ki
22r1 /Ak1

22Ki
2

r2 /Ak2
22Ki

21r1 /Ak1
22Ki

2
~52b!

is the reflection coefficient from the medium 1 to medium 2
interface,G8(K i) is the total reflection coefficient from all
strata below medium 2 for a plane wave incident from me-
dium 2, h1 is the thickness of the layer containing medium
2,andg (2) is the vertical wave number component of me-
dium 2.

The differential scattering cross section of a surface
patch of areaDA, from first-order perturbation theory, can
be expressed as30

FIG. 4. Same as Fig. 3 except water column is layered withcw151520 m/s andcw251500 m/s and monostatic source–receiver as well as target sphere are
at variable depth. Only the cases of pure sand or pure silt bottom half-spaces are shown.~a! Source–receiver and sphere center are at 50-m depth.~b!
Source–receiver are at 10-m depth while sphere center is at 50-m depth.~c! Source–receiver are at 10-m depth while sphere center is at 15-m depth.
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spert~a,b;a i ,b i !54pDAS k1
4

4 D u@G~K !11#@G~K i !11#u2U12
k2

dbt
1S 1

dbt
21D S K•K i

k1
2 2

Pg
2~k,k i ,n!

dbt
D U2

W~K2K i !, ~53!

where

Pg
2~K ,K i !5dbt

2 uk i•nu
ki

uk•nu
k S 12G~K i !

11G~K i !
D S 12G~K !

11G~K ! D ,

~54!

and

dbt5db /dt , ~55!

k5k t /kb , ~56!

wheredt anddb are the respective densities above and below
the scattering interface andk t and kb the respective wave
number magnitudes above and below the scattering interface.

Following Moe and Jackson,30 the roughness of the
given surface patch is assumed to follow the isotropic power
law

W~K !5w2uK u2g. ~57!

With the assumption that the scattering patch is much greater
than the wavelength so that the incident and scattered modes
are decorrelated by the scattering process, the covariance of
the scatter function is given by Eq.~12a! with

Cmn~r ,r 8ur0!5
k2

4p
spert~am ,f;an ,f01p!. ~58!

Upon substituting Eq.~58! into Eqs.~17!, or ~38! after beam-

forming, it is found that the covariance of the field scattered-
from a rough surface patch that obeys first-order perturbation
theory involves a double summation over the waveguide
modes. Evaluating this is significantly more computationally
intensive than the product of single modal summations found
in the Lambert–Mackenzie formulation.

E. Coherent reverberation from deterministic and
stochastic geological features

There are two general kinds of seafloor scatterers that do
not decorrelate the incident or scattered modes. A seafloor
scatterer of the first kind can be modeled as a deterministic
feature, with known or computable far-field scatter function,
that can have arbitrary size compared to the wavelength so
long as it falls within the resolution footprint of the active
sonar system. The feature must be distinct from the other-
wise range-independent boundaries of the stratified medium
in order to induce scattering.

A compelling canonical example of a seafloor scatterer
of the first kind is a smooth flat inclined segment of the
seafloor, such as a seafloor or subseafloor river channel, ice-
berg scour, or submerged hillside, that can be modeled as a
flat plate with scattering characteristics determined by its
size, inclination, and the local geo-acoustic properties of the
interface. The 3-D scatter function for a rectangular surface
patch with total reflection coefficientG(K i), for example,
can be readily determined by applying Green’s theorem, Eq.
~A1!, for a plane wave, with wave number magnitudek1 ,
incident in the direction (a i ,b i) and a far-field receiver in
the direction~a, b! with respect to the patch centroid. If the
patch is assumed to be at inclinationx from horizontal,
where the anglex comprises a counter-clockwise rotation
about the y axis, the scatter function takes the form

FIG. 5. Pekeris waveguide with varying source–receiver and target depth.~a! Same as Fig. 3~a! except source–receiver is at 10-m depth and target is at 50-m
depth.~b! Same as Fig. 3~a! except source–receiver is at 10-m depth and target is at 15-m depth.
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S~a,b;a i ,b i !5 i
k1

2

4p
LxLy†(12G~K i !)$cosa i cosx1sina i sinx cosb i%1„11G(K i)…$cosa cosx1sina sinx cosb%#

3sincFk1Lx

2
$~sina i cosb i cosx2cosa i sinx!2~sina cosb cosx2cosa sinx!%GsincFk1Ly

2
$sina i sinb i2sina sinb%G , ~59!

where sinc(x) is defined as sinx/x. The reflection coefficient
can be determined from Eq.~52! with the understanding that,
in the present geometry, the squared magnitude of the trans-
verse component of the incident wave number vector on the
inclined surface patch is

Ki
25k1

22k1
2~cosa i cosx1sina i sinx cosb i !

2. ~60!

Irregularities in the surface can make its scatter function de-
viate from that given in Eq.~59!. For realistic seafloor and
subseafloor riverbanks, however, it is reasonable to assume
that, for a low-frequency active system28 at long range in a
shallow water waveguide where propagation is near horizon-
tal, the product of the amplitude of such irregularities and the
normal component of the wave number vector with respect
to the surface will be small enough that the irregularities will
have a negligible effect on the field from the riverbank.

A seafloor scatterer of the second kind is a randomly
rough rather than deterministic feature but is appropriately
modeled with completely coherent modes when the ratio of
wavelength to system range resolution,l/Dr, is near or
greater than the equivalent vertical propagation angle of the
highest order trapped mode, which in many shallow water
scenarios is roughly the bottom critical angle. This situation
occurs for active sonar systems with high range-resolution
and can lead to the formation of range-dependent rings in
charted reverberant intensity caused by modal interference.24

~Lepage7 has recently described scenarios in which such
rings can form even in narrow-band reverberation at short
ranges.! The level of returns can be estimated by appropri-
ately modeling the seafloor scatter function. If the system
resolution footprint extends over many wavelengths in any
direction and the correlation length of surface roughness is

FIG. 6. Scenarios for the active detection of seafloor and subseafloor riverbank features. The water column is modeled as having constant sound speed, i.e.,
cw15cw251500 m/s, and monopole source and horizontal receiving array center are colocated at 50-m depth in all cases.~a! Bottom is sediment half-space
with seafloor feature, i.e.,h15h250. ~b! Bottom is composed of a single sediment layer with double-interface seafloor feature, i.e.,h250. ~c! Bottom is
composed of a single sediment layer with subseafloor feature, i.e.,h250. ~d! Bottom is composed of two sediment layers with double-interface subseafloor
feature.
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much smaller than the system resolution footprint, then the
scattering function for the seafloor over this area can be
treated as a fluctuating target. If the resolution footprint is on
the order of the wavelength or the correlation length of sur-
face roughness, a quasi-deterministic description of the scat-
tering process can be used.

IV. ILLUSTRATIVE EXAMPLES

In all the illustrative examples of this section, a water
column of 100-m depth is used to simulate a typical conti-
nental shelf environment. The sound speed structure of the
water column varies from iso-velocity to downward refract-
ing layers with constant density of 1 g/cm3 and attenuation of
6.031025 dB/l. The seabed is comprised of sand or silt
half-spaces, with up to two sediment layers, comprised of
sand or silt, over a sand or silt half-space. The density, sound
speed and attenuation are taken to be 1.9 g/cm3, 1700 m/s,
and 0.8 dB/l for sand, 1.4 g/cm3, 1520 m/s, and 0.3 dB/l for
silt, and 1.2 g/cm3, 1510 m/s, and 0.3 dB/l for light-silt.
Scattering and reverberation calculations are made for a sub-
merged target, roughness at the water–seabed interface,
roughness at the interface between the upper seabed layer
and lower half-space, as well as for anomalous features of
the seafloor or subseafloor that return geological clutter. The
latter are taken to be seafloor river banks at the water–seabed
interface or subseafloor riverbanks at the interface between
the upper sediment layer and lower half-space. The geometry
of the waveguide is sketched in Fig. 1.

A horizontal line array withN532 equally spaced ele-
ments of lengthLA5(N21)l/2 at f 5300 Hz is used as a
receiver and a cw pulse ofT5 1

2-s duration centered atf

5300 Hz is used as a source waveform for all simulations of
diffuse reverberation. Targets beyondLA

2/l are in the far
field of the array, which begins at roughly 1.2 km. The
beamformed field from an object that falls within the broad-
side beam of the array, in the absence of other sources or
scatterers, equals the field received from that object by a
single hydrophone at the array center when Eq.~36! is used
with uniform taper T(Yr)51/LA . If the same object is
placed at the same range but within an off-broadside beam, a
reduction in the beamformed output may occur due to modal
dispersion, as is discussed in detail in Ref. 25. For simplicity,
only objects and reverberation within the broadside beam are
considered in the present article. Only monostatic scenarios
are considered, where the source is located at the center of
the receiving array. This leads to a range-dependent resolu-
tion footprint A5rDrDw, where dr5cT/25375 m and
dw5l/LA'3.7 degrees for the given array, frequency, and
cw pulse length.

A center frequency approximation, atf 5300 Hz, is
made for all scattering calculations. For reverberation calcu-
lations this approximation differs from the full spectral inte-
gration by less than 0.1 dB for the examples shown. As may
be expected in coherent scattering from targets where modal
interference is significant, some range-dependent nulls and
valleys in the sound pressure level of the received field found
in the single frequency calculation may be partially filled
when the full bandwidth is used for the narrow-band wave-
forms considered. Since this filling is window dependent, as
shown in Appendix B, only center frequency calculations are
presented in the main text. It is also shown in Appendix B
that in some valleys of some single frequency calculations
the target returns may fall below the expected reverberation
level but will be above this level when the full bandwidth of
a given narrow-band window function is employed.

Only the empirical Lambert–Mackenzie model is used
in comparisons between seafloor reverberation and
submerged-object returns since insufficient data on the req-
uisite environmental parameters at low frequency are avail-
able to make a similar comparison with perturbation theory
meaningful. Perturbation theory calculations are only used
self-consistently to make inferences about the relative level
of returns from different kinds of seafloor scatterers.

A. Submerged target echo versus diffuse
reverberation level for varying source–receiver
depth, target depth, water column, and
bottom stratification

The geometry for active detection of a sphere sub-
merged in an ocean waveguide is sketched in Fig. 2 for the
illustrative examples of this section. The geometry is mono-
static with co-located omni-directional point source and re-
ceiving array centers at 50-m depth. The sphere center is also
at D550-m depth at array broadside with variable horizontal
range. The field back scattered from a pressure release sphere
of radiusa510 m at f 5300 Hz is shown as a function of
range in Figs. 3~a!–~c! in decibels, i.e., 20 loguFsu, for vari-
ous bottom types under a water column with constant sound
speedcw51500 m/s, wherecw15cw251500 m/s. The scat-
tered field is computed by Eq.~1!, with scatter function

FIG. 7. The field atf 5300 Hz scattered from a coherently scattering rect-
angular patch of area 1003100 m2 representing a seafloor riverbank for
scenario shown in Fig. 6~a!, constant sound speed water column over pure
silt or sand half-spaces. Range increases along thex axis and depth along the
z axis. The square riverbank surface has two edges parallel to they axis, and
is inclined 10° from thex axis. Constant sound speed in the water column is
assumed for all examples withcw15cw251500 m/s. Lambert–Mackenzie
reverberation within the range-dependent resolution footprint of the mono-
static system is also shown separately for the water–sediment interface~sea-
floor!. Source strength is 0 dBre 1 mPa @ 1 m. Diffuse reverb modeled
with T51/2 s duration cw source signal at 300 Hz and receiving array
resolutionl/L53.7 degrees.
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given by Eqs.~8! and ~9! of Ref. 11 with f (n) replaced by
(21)nf (n) to convert from Ingenito’s definition to the stan-
dard one described in Sec. II A.31

The variance of the field scattered from the seafloor

within the range-dependent resolution footprint of the sonar
system under the Lambert–Mackenzie assumption of Eq.
~45! is also shown in Fig. 3 in decibels, i.e., 10 logV̄B .
Modal interference is absent due to the modal decoupling

FIG. 8. Same as Fig. 7 except single layer bottom scenarios of Figs. 6~b! and~c! for coherent seafloor and subseafloor riverbank scattering are investigated.
Lambert–Mackenzie reverb within the sonar resolution footprint is also shown for the sediment-layer to sediment half-space interface~subseafloor!. ~a!
Seafloor riverbank with the upper sediment layer composed of silt withh152 m and the lower sediment half-space composed of sand. Coherent riverbank
scattering is from the double interface of water to silt to sand.~b! Subseafloor riverbank with the upper sediment layer composed of silt withh152 m and the
lower sediment half-space composed of sand. Coherent riverbank scattering is from the single silt to sand interface.~c! Seafloor and subseafloor riverbanks
as in ~a! and ~b! but with the upper sediment layer now ath155 m thickness.~d! Same as~c! but with the upper sediment layer composed of sand with
h152 m and the lower sediment half-space composed of silt.~e! Same as~d! excepth155 m.
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assumed in diffuse scattering from large seafloor patches.
Ambiguous returns from both sides of the line array are in-
cluded.

The scattered field from both the target sphere and sea-
floor is highly dependent on the geo-acoustic parameters of
the bottom, as is evident in Fig. 3~a! where significant dif-
ferences arise when the bottom type is changed from sand to
silt. The differences arise primarily because the number of
trapped modes is significantly larger for the sand half-space
due to the higher critical angle of 28.1° for water to sand as
compared with the 9.3° for water to silt. This leads to a
correspondingly higher mean level, of roughly 20 dB, for
both target and seafloor backscatter and a shorter modal in-
terference length scale in the scattered field from the sphere.

In the Pekeris waveguide examples of Fig. 3~a!, the tar-
get stands tens of decibels above the expected reverberation
within the broadside beam regardless of whether the bottom
is composed of sand or silt. This signal excess is well above
the reverberation level standard deviation of 5.6 dB assum-
ing the seafloor scattering obeys circular complex Gaussian
statistics, in accord with the central limit theorem.21 If a
single omni-directional hydrophone placed at the center of
the receiving array replaces the full array, the reverberation
levels are augmented by roughly 10 log(2p/dw)'20 dB in
Fig. 3. The target sphere then no longer consistently stands
above the expected reverberation even at short ranges, for
example, within a few kilometers. A directional array is then
necessary to spatially filter the target from omni-directional
reverberation so that detection can be practically achieved in
the given scenarios.

The effect of bottom properties on both submerged tar-
get scattering and reverberation is again evident when lay-
ered bottoms are considered. For the silt-over-sand scenarios
of Fig. 3~b!, the characteristics of the field scattered from the
target are a combination of those found for the silt and sand
half-spaces. As the silt layer increases from roughly one-half
to a full wavelength, the rate of modal interference de-
creases, as does the overall level of the scattered field from
both the target and bottom. When the layer thickness reaches
a full wavelength, the level of reverberation approaches that
obtained for a pure silt bottom as range increases. The low
critical angle between the water–silt interface enables greater
bottom penetration than is possible with a water–sand inter-
face. The high attenuation of the silt layer then leads to bot-
tom loss that increases with the thickness of the layer.

For the sand-over-silt scenarios of Fig. 3~c!, the field
scattered from the target greatly resembles that obtained for
the pure sand bottom of Fig. 3~a!. The match becomes better
as the sand layer increases in thickness from one-half to a
full wavelength, in which case the reverberation increases
from a few decibels below to roughly the level found for a
pure sand bottom. In the latter case, the silt half-space is
effectively insulated from the water column by evanescent
decay of the trapped modes in the sand layer.

The absolute and relative levels of target and reverbera-
tion echo returns are highly dependent upon the water col-
umn sound speed structure as well as source, receiver, and
target depth. To illustrate this, consider the typical shallow
water downward refracting profile shown in Fig. 1, with

cw151520 m/s, cw251500 m/s, and a linear transition re-
gion in between, that is similar to what is found in continen-
tal shelf waters in late spring and summer months. Mono-
static measurements of the field scattered from a 10-m-radius
pressure-release sphere are again made with the same array
and cw tone used in the previous examples. The target is at
array broadside and both target returns and reverb within the
broadside beam are plotted as a function of range, where the
reverb is computed again for aT5 1

2 s cw at 300 Hz center
frequency. Three combinations of monostatic source–
receiver and target depths are considered, as illustrated in
Fig. 2.

First consider the case in Fig. 4~a!, where the source,
receiving array, and sphere center are at 50-m depth just as in
the Pekeris waveguide examples. For the sand bottom, the
levels are similar to those found in the corresponding ex-
ample of Fig. 3~a!, with the target standing out by tens of
decibels. For the silt bottom, the target still stands tens of
decibels above the reverberation but the absolute levels of
the scattered fields decay more rapidly with range in the
present scenario since the downward-refracting profile
causes more acoustic energy to penetrate into the bottom.

Loss of energy to the bottom is augmented when the
source and receiver array are placed in the mixed layer, at
10-m depth, while the target remains with center at 50-m
depth, as shown in Fig. 4~b!. The absolute levels of both the
field scattered from the target sphere and the seafloor are
reduced by tens of decibels beyond a few kilometers’ range
for the silt bottom. For the sand bottom, the reverberation
level is not significantly changed by moving the source and
receiver into the mixed layer. Returns from the target sphere,
however, no longer stand prominently enough above the ex-
pected reverberation to insure detection, given a 5.6-dB stan-
dard deviation in reverberation level.

The situation for detection again changes when the tar-
get sphere is placed in the mixed layer, with sphere center at
15-m depth, along with the source and receiver at 10-m
depth as shown in Fig. 4~c!. This is especially so for the silt
bottom, where the scattered field from the target sphere be-
comes so greatly reduced, when compared to the previous
examples of this section, that its returns only stand above the
expected reverberation level within roughly 16-km range. It
is interesting that for the sand bottom, the placement of the
target and source–receiver in the mixed layer leads to more
favorable conditions for detection, which should be possible
beyond 50-km range, than if only the source–receiver were
placed in the mixed layer and the target was in the middle of
the water column as in Fig. 4~b!. This is because the higher-
order modes stimulated by the shallow source, receiver, and
target can be supported by the high-critical-angle sand bot-
tom.

The exercise of changing the depths of the source–
receiver and target is repeated in Fig. 5 for a constant sound
speed water column. For the sand bottom, the level of the
field scattered from the sphere is not affected significantly by
moving the source–receiver and target depths. For the silt
bottom, however, a significant decrease in the sphere’s echo-
return level is found for shallow source–receiver and target
placements. Apparently, these shallow placements stimulate
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higher-order modes that are not supported by the silt bottom.
These results should be compared to those found in Fig. 3~a!
for source–receiver and target depths in the middle of the
waveguide at 50 m.

B. Geological clutter versus diffuse seafloor
reverberation

Geomorphic features of the seafloor can return echoes
that stand well above the diffuse reverberation background
described in the previous section. Since these echoes appear
as discrete events in time or range, they may be used to
remotely image seafloor or subseafloor geomorphology in
geophysical applications. They may, however, also be con-
fused with returns from a submerged target in an active de-
tection scenario.

Both coherent and incoherent scattering from the ca-
nonical seafloor and subseafloor features, shown in Fig. 6,
are investigated. Both kinds of features are modeled as a flat
1003100-m2 surfaces at an inclination of 10 degrees. The
dimensions and inclination are based on actual geophysical
data characterizing seafloor and subseafloor riverbanks.32

Seafloor and subseafloor river channels are commonly found
in continental shelf waters after a sea level rise. The latter
requires an additional influx of sedimentation. In all cases to
be considered here, the waveguide is modeled as an iso-
velocity water column overlying one or two sediment layers
that cover a sediment half space.

For the coherent calculation, the riverbank is treated as a
smooth but finite square surface with reflection coefficient
appropriate to the given boundary conditions, including mul-
tiple reflection from various layers. The coherent scattered
field from the riverbank in the layered waveguide follows
when the scatter function for the smooth riverbank, given in
Eq. ~59!, is inserted into Eq.~1!. Coherent scattering from
the riverbank is then completely determined by the boundary
conditions at the riverbank and the riverbank geometry. For
the incoherent calculation, the riverbank is modeled first as a

diffusely scattering Lambertian surface with the empirically
derived Mackenzie albedo and riverbank tilt angle incorpo-
rated as indicated in Eq.~41!. The diffuse calculations are
also made using perturbation theory by substituting Eq.~58!
into Eq. ~17!. In both cases, the assumption is that the sea-
floor feature falls within the resolution footprint of the sonar
system.

Illustrative examples are given in Figs. 7–9, 13, 19, and
20. The geometry is again monostatic with colocated omni-
directional point source and receiving array centers at 50-m
depth. The receiving array lies parallel to they axis. The
square riverbank surface has two edges parallel to they axis,
is centered aty50, and inclined 10 degrees about thex axis.

All plots give the scattered field from the riverbank as a

function of range from the monostatic sonar. For compari-

son, incoherent reverberation from the water–sediment inter-

face within the resolution footprint of the sonar, based on the

Lambert–Mackenzie model for an un-inclined surface, is
also plotted as a function of range in Figs. 7–9 and 13 and
based on perturbation theory in Figs. 19 and 20. This is
referred to as diffuse seafloor reverberation. The range and
cross-range resolution of the sonar system resolution foot-
print are the same as those stated in the introduction to Sec.
IV. Similarly, incoherent reverberation from the sediment
layer to sediment half-space interface, based upon the
Lambert–Mackenzie model for an uninclined surface, is also
plotted as a function of range in Figs. 7–9 and 13, and based
on perturbation theory in Figs. 19 and 20. This is referred to
as diffuse subseafloor reverberation. The far field of the co-
herent riverbank begins at roughly 2 km while the far field of
the receiving array begins at roughly 1.2 km.

For the Pekeris waveguide scenario of Fig. 6~a!, returns
from the seafloor riverbank features stand well above diffuse
seafloor reverberation from the silt bottom within ranges of
roughly 20 km and from the sand bottom beyond ranges of
50 km when the riverbank is treated as a coherent scatterer,
as shown in Fig. 7. The ordinate is in decibels, i.e., 20 loguFsu

FIG. 9. Same as Fig. 8 except two-layer bottom scenario of Fig. 6~d! is investigated for coherent scattering from subseafloor riverbank.~a! Sediment is
comprised of light silt layer ofh151-m thickness over a silt layer ofh251-m thickness over a sand half-space. Coherent riverbank scattering is from the
double interface of light silt to silt to sand.~b! Sediment is comprised of light silt layer ofh151-m thickness over a sand layer ofh251-m thickness over
a silt half-space. Coherent riverbank scattering is from the double interface of light silt to sand to silt.

926 926J. Acoust. Soc. Am., Vol. 109, No. 3, March 2001 N. C. Makris and P. Ratilal: Unified model for reverberation and scattering



for riverbank returns and 10 logV̄B for diffuse reverberation.
For the single-layered bottom scenarios of Figs. 6~b! and

~c!, returns from both the seafloor riverbank and subseafloor
riverbank features can stand well above diffuse seafloor re-

verberation from the silt-over-sand bottom when the river-
bank is treated as a coherent scatterer and the silt layer is 2 m
or 2

5 of a wavelength, as shown in Figs. 8~a! and ~b!. The
subseafloor riverbank and seafloor riverbank return echoes at

FIG. 10. Magnitudes of the coherent scattering functionsuS(a,b5p,a i , b i50,)u, i.e., 20 loguSu dB, for the 1003100-m2 seafloor and subseafloor riverbank
features at inclinationx510 degrees of Fig. 6 over bistatic horizontal grazing anglep/22a i for the incident anda2p/2 for the scattered wave, as appropriate
for backscatter in a waveguide. The boxes include all modesn where 0.5 rad/km.Im$jn%. This includes all and only trapped modes for the Pekeris waveguide
scenario of Fig. 6~a!. ~a! Reflection coefficient for water to sand is used for scenario of Fig. 6~a!. ~b! Reflection coefficient of silt to sand is used for scenario
of Fig. 6~c!. ~c! Double reflection coefficient of water to 2-m silt layer over sand is used for scenario of Fig. 6~b!. ~d! Double reflection coefficient of water
to 5-m silt layer over sand is used for scenario of Fig. 6~b!. ~e! Double reflection coefficient of light silt to 1-m silt layer over sand is used for scenario of Fig.
6~d!.
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similar levels within roughly 5 km, where both features typi-
cally stand above the diffuse seafloor reverberation by
roughly 10 dB, which exceeds the 5.6-dB standard deviation.
The prominence of the subseafloor riverbank returns follows
from the greater impedance mismatch between the silt–sand
interface than the water–silt interface incorporated in the ri-
verbank scatter function. Beyond roughly 5 km, the subsea-

floor feature has returns that fall off more rapidly than those
of the seafloor feature. This follows from the stripping of
higher-order modes that propagate with high attenuation in
the silt layer. Coherent returns from the riverbank arise be-
cause of its finite extent. Since the riverbank is modeled as a
smooth flat surface, scattering is greatest in the specular di-
rection and falls off in other directions in a manner similar to

FIG. 11. Same as Fig. 10 except~a! reflection coefficient for water to silt is used for scenario of Fig. 6~a!. ~b! Reflection coefficient of sand to silt is used for
scenario of Fig. 6~c!. ~c! Double reflection coefficient of water to 2-m sand layer over silt is used for scenario of Fig. 6~b!. ~d! Double reflection coefficient
of water to 5-m sand layer over silt is used for scenario of Fig. 6~b!. ~e! Double reflection coefficient of light silt to 1-m sand layer over silt is used for scenario
of Fig. 6~d!.
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the sidelobes of a phased array’s beampattern. In backscatter,
for the given geometry, the riverbank returns increase in in-
tensity with the square of its length, or cross-range extent.
Longer riverbanks that fit within the sonar resolution foot-
print then yield significantly larger returns as a consequence
of the coherent scattering assumption, and may stand well
above diffuse seafloor reverberation beyond 10 km. Returns
from such extended riverbanks, however, rapidly become
more of a challenge to model since the near field moves out
in range from the feature with the square of its length. As the
range extent of the riverbank increases, the coherent area
increases but the side lobe level decreases for the present
geometry, rendering the effect on the backscattered field less
apparent than in cross-range augmentation.

When the thickness of the silt layer is increased to 5 m,
or one wavelength, returns from the subseafloor riverbank
features are somewhat reduced, as shown in Fig. 8~c!, and
again only stand above diffuse seafloor reverberation within
roughly 5 km. This follows from a related increase in the
stripping of the higher-order modes that have propagating
components in the sediment layer since the sediment layer

has much higher attenuation than the water column. The sea-
floor riverbank feature stands above diffuse seafloor rever-
beration beyond 20 km but rarely in excess of the Gaussian
field standard deviation of 5.6 dB.

When the sediment layer is composed of sand and the
half-space below is made of silt, the situation changes dras-
tically, as shown in Figs. 8~d! and ~e!. Returns from the
subseafloor riverbank no longer stand above diffuse seafloor
reverberation beyond 2 km because in the sand layer, which
is much faster than the water column and silt half-space, the
trapped modes become evanescent. Seafloor riverbank re-
turns stand well above diffuse seafloor reverberation, occa-
sionally by 10 dB or more, even beyond 20 km for both the
2- and 5-m-thick sand layers, as expected given the large
impedance contrast between water and sand. Older sea-
floor features, in fact, are more likely to be composed of
consolidated material such as sand or limestone since such
materials are better able to withstand erosion. Steeper sea-
floor features that are common in many continental shelves,
such as glacier and iceberg scours, can yield even higher
returns.

FIG. 12. The horizontal wave number’s imaginary component Im$jn% is plotted as a function of horizontal grazing angle,up/22a i u, for the various
waveguides considered. Proper modes occur in Pekeris below the critical angle for 0.5 rad/km.Im$2jn%. ~a! Pekeris with sand bottom and Pekeris with silt
bottom.~b! Constant water column sound speed of 1500 m/s overh152-m andh155-m silt layer over sand half-space.~c! Constant water column sound
speed of 1500 m/s overh152-m andh155-m sand layer over silt half-space.~d! Constant water column sound speed of 1500 m/s over 1-m light silt layer
over 1-m silt layer over sand half-space and constant water column sound speed of 1500 m/s over 1-m light silt layer over 1-m sand layer over silt half-space.
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For the two-layered bottom of Fig. 6~d!, the subseafloor
riverbank returns stand roughly 10 dB above diffuse seafloor
reverberation out to roughly 10 km for a 1-m light-silt layer
over a 1-m silt layer over a sand half-space, as shown in Fig.
9~a!. The double layer reflection coefficient from the light-
silt to silt to sand interfaces leads to the increased promi-
nence of the subseafloor riverbank returns, compared with
those obtained with the single-layer reflection coefficient of

Figs. 8~a!–~e!. When the layering is altered to 1-m light-silt
over sand over a silt half-space, returns from the subseafloor
riverbank feature only stand above diffuse seafloor rever-
beration within roughly 5 km. This indicates that sediment
stratification of the geomorphic feature can weigh in heavily
in fixing its scattering amplitude.

The effect of bottom layering on the coherent scattering
function of the inclined seafloor and subseafloor riverbank

FIG. 13. Same as Figs. 7 and 8 except the Lambert–Mackenzie model is used to model scattering from inclined riverbank features.~a! Seafloor riverbank over
sand and silt half-spaces.~b! Seafloor and subseafloor riverbank scattering with the upper sediment layer composed of silt withh152 m and the lower
sediment half-space composed of sand.~c! Same as~b! excepth155 m. ~d! Seafloor and subseafloor riverbank scattering with the upper sediment layer
composed of sand withh152 m and the lower sediment half-space composed of silt.~e! Same as~d! excepth155 m.
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features of Fig. 6 is illustrated in Figs. 10 and 11 as a func-
tion of horizontal grazing angle,p/22a i for the incident and
a2p/2 for the scattered wave, at fixed incident and scattered
azimuths,b i50, b5p, as is appropriate to backscatter in a
waveguide. The trapped modes for the Pekeris waveguide
scenarios, Fig. 10~a! for a sand bottom and Fig. 11~a! for a
silt bottom, have incident and scattered elevation angles that
lie within the boxes shown, the dimensions of which corre-
spond to the respective bottom critical angle. The boxes in-
clude all modesn where 0.5 rad/km.Im$jn%. This includes
all and only trapped modes for the Pekeris waveguide sce-
nario of Fig. 6~a!. The latter criterion is used to segment
modes that dominate the incident propagation by similar
boxes for the more complicated layered bottom cases illus-
trated in Figs. 10 and 11. The value Im$jn% is plotted as a
function of equivalent modal anglea in Fig. 12 for the vari-
ous waveguides considered. This makes it possible to see
how the scattering functions of Figs. 10 and 11 are discretely
sampled in the waveguide scattering theory defined by Eq.
~1! and to estimate the attenuation of a given modal compo-
nent as a function of range. Inspection of Figs. 10 and 11
reveals that seafloor and subseafloor riverbank features that
backscatter most prominently in Figs. 7–9 have scatter func-
tions with relatively large amplitudes at the equivalent angles
of the propagating modes. While modes propagating at
steeper angles suffer greater attenuation, as indicated in Fig.
12, these same modes are scattered much more efficiently by
the slightly inclined riverbank features as indicated in Figs.
10–11, so that there is some balancing between the two ef-
fects that is unique to waveguide scattering. Higher-order
modes, with elevation angles less than 45 degrees where 0
degrees points downward, however, contribute negligibly to
the field scattered from the riverbank features for the ranges
and features investigated in the present article.

When the riverbank is treated as an incoherent scatterer
with the Lambert–Mackenzie model of Eq.~41!, returns

from both the 1003100-m2 seafloor and subseafloor river-
bank features at 10 degrees inclination never stand above
diffuse seafloor reverberation by more than a fraction of the
expected 5.6-dB standard deviation, as shown in Fig. 13.
Riverbank returns are again in decibels, i.e., 10 times the log
of the covariance given in Eq.~41!. This is still the case for
the ranges shown in Fig. 13, except for the 2-m sand layer,
even if the riverbank feature is extended laterally to fill the
entire cross-range width of the system resolution footprint, as
can be readily checked by noting that diffuse reverberation
accrues in direct proportion to the area of the scattering
patch. For the 2-m sand layer, the seafloor riverbank can
have returns that exceed the diffuse reverberation back-
ground by more than 5.6 dB if it fills the entire resolution
footprint in cross-range.

Diffuse subbottom reverberation, shown in Fig. 13, al-
ways returns at a lower level than diffuse seafloor reverbera-
tion if the same empirical Lambert–Mackenzie incoherent
scattering law is used. This comparison highlights the differ-
ences in propagation to and from the seafloor and subbottom
interfaces since the scattering function is held fixed. The
comparison may be purely academic, however, because the
Lambert–Mackenzie law serves as an empirical catch-all that
describes the entire seabed scattering process and so already
incorporates the effect of bottom layering and volume scat-
tering in some average sense. There is, in other words, no
reason to believe that scattering from the different interfaces
can be modeled with exactly the same albedo and scattering
law.

Perturbation theory offers a more fundamental approach
to modeling rough surface scattering that can also be used to
investigate potential mechanisms for geological clutter.
While the impedance contrast at the scattering interface is
fully accounted for in the perturbation theory formulation,
additional parameters describing the roughness spectrum
must be known. The perturbation theory formulation de-
scribed in Sec. III D is used with the spectral strength and
power law parametersw250.04/(2p) and g54.0, yielding
frequency-independent scattering, following Essen.33 These
values are not based on physical measurements, since none
are presently available in the present frequency range, but
rather have been chosen so that the scattering strength that
perturbation theory yields is near that of the empirical
Lambert–Mackenzie model for the various single and mul-
tiple reflection interfaces considered here, as shown in Fig.
14. In all curves where scattering arises from a wave incident
from a slower medium, a discontinuity in slope is found at
the critical angle. Beyond this a significant reduction in scat-
tering occurs until roughly 45 degrees where shallow angle
assumptions of first-order perturbation theory are no longer
valid for the given surface roughness parameters, and the
curves increase dramatically in an unphysical manner. Dif-
ferences in the perturbation theory curves away from the
critical angles arise principally from the impedance contrasts
between the media considered. An exception occurs for fast
sand over slow silt where no critical angle exists and trans-
mission into the silt is significant even at very shallow
angles, where low level scattering results.

The effect of scattering and reflection from multiple lay-

FIG. 14. Scattering strength SS(u5p2u i , f50; u i , f i5p) in free-space
backscatter as a function of surface grazing angleup/22u i u for a diffusely
scattering surface obeying Lambert–Mackenzie and first-order perturbation
theory scattering laws. The first-order perturbation theory curves are for
cases where the plane wave is incident from an upper to a lower medium,
where the upper and lower media can be water, sand, or silt.
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ers can be significant as shown in Figs. 15 and 16 for an
inclined riverbank surface and Figs. 17 and 18 for general
uninclined seafloor, where the perturbation theory scattering
strength is presented for the bistatic scattering scenario rel-

evant to backscatter in a waveguide, as was done in Figs. 10
and 11 for the coherent scatter function.

Empirical values for the spectral strength and power law
parameters of first-order perturbation theory have been ob-

FIG. 15. Scattering strength SS~a, b5p, a i , b i50,), based on first-order perturbation theory for the seafloor and subseafloor riverbank features at inclination
x510 degrees of Fig. 6 over bistatic horizontal grazing anglep/22a i for incident waves anda2p/2 for scattered waves, as appropriate to backscatter in a
waveguide. The boxes include all modesn where 0.5 rad/km.Im$jn%. This includes all and only trapped modes for the Pekeris waveguide scenario of Fig.
6~a!. ~a! Reflection coefficient for water to sand is used for scenario of Fig. 6~a!. ~b! Reflection coefficient of silt to sand is used for scenario of Fig. 6~c!. ~c!
Double reflection coefficient of water to 2-m silt layer over sand is used for scenario of Fig. 6~b!. ~d! Double reflection coefficient of water to 5-m silt layer
over sand is used for scenario of Fig. 6~b!. ~e! Double reflection coefficient of light slit to 1-m silt layer over sand is used for scenario of Fig. 6~d!.
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tained for various seafloor types by Jackson34 over the short
spatial scales relevant to the analysis of high-frequency scat-
tering in the ten kilohertz range and beyond, where this au-
thor has shown perturbation theory to match experimental
data well. When these same values are used at low fre-
quency, specificallyf 5300 Hz, the resulting scattering law
falls more than an order of magnitude below the empirical

Lambert–Mackenzie curve shown in Fig. 14. Unrealistically
high roughness values for the spectral strength, as obtained
for rough, rocky surfaces in the high-frequency analysis of
Ref. 34, are necessary for first-order perturbation theory to
match the empirical seafloor scattering strength curve of
Mackenzie in the low-frequency regime of interest here.
Since the Mackenzie curve summarizes the entire seafloor

FIG. 16. Same as Fig. 15 except~a! reflection coefficient for water to silt is used for scenario of Fig. 6~a!. ~b! Reflection coefficient of sand to silt is used for
scenario of Fig. 6~c!. ~c! Double reflection coefficient of water to 2-m sand layer over silt is used for scenario of Fig. 6~b!. ~d! Double reflection coefficient
of water to 5-m sand layer over silt is used for scenario of Fig. 6~b!. ~e! Double reflection coefficient of light silt to 1-m sand layer over silt is used for scenario
of Fig. 6~d!.
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scattering process, and is not limited to interface scattering
or the more restrictive type of interface scattering described
by first-order perturbation theory, it is reasonable to conclude
that either the assumptions of first-order perturbation theory
are inadequate to properly model seafloor scattering at low
frequency, a significantly different set of spectral strength
and power law parameters must characterize seafloor inter-
face scattering at low frequency, or a more sophisticated
modeling of the seabed layering and sound speed gradients is
necessary. It is also possible that scattering from volume
heterogeneities may yield significant reverberation. This is
most likely to be the case where a propagating, rather than
evanescent, component of the modal spectrum exists in the
layer where the volume heterogeneities are present.

When the riverbank feature is treated as an incoherent

scatterer using first-order perturbation theory, as in Figs. 19
and 20, only seafloor riverbank returns from a single sand
layer can stand above diffuse seafloor reverberation by more
than 5.6 dB, and this only occurs when the riverbank feature
is extended laterally to fill the entire cross-range extent of the
system resolution footprint. Returns from the subseafloor ri-
verbank only stand above diffuse seafloor reverberation by
more than 5.6 dB for the two-layered bottom in the light-silt
over sand over silt scenario, and this only occurs if the fea-
ture is extended to fill the resolution footprint.

Comparison of Figs. 7 and 9 and Fig. 13 shows that
coherent returns greatly outweigh incoherent returns from
the riverbank feature. This finding is advantageous since
only deterministic physical and geometrical parameters of
the seafloor are necessary in the coherent model, whereas

FIG. 17. Scattering strength SS~a, b5p, a i , b i50,) based on first-order perturbation theory for level seafloor,x50 degrees, over bistatic horizontal grazing
anglep/22a i for the incident wave anda2p/2 for the scattered wave, as appropriate to backscatter in a waveguide. The boxes include all modesn where
0.5.Im$jn%. This includes all and only trapped modes for the Pekeris waveguide scenario of Fig. 6~a!. ~a! Reflection coefficient for water over sand is used.
~b! Double reflection coefficient of water over 2-m silt over sand is used.~c! Double reflection coefficient of water over 5-m silt layer over sand is used.~d!
Triple reflection coefficient of water over 1-m light silt layer over 1-m silt layer over sand is used.
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either empirical data or a stochastic representation of the
seafloor is necessary in the incoherent model. The environ-
mental description necessary for the coherent model is then
easier to obtain and rests on far fewer supporting assump-
tions than the incoherent one.

V. CONCLUSIONS

One of the greatest challenges to active sonar operations
in shallow water arises when echo returns from the intended
target become indistinguishable from reverberation returned
by the waveguide boundaries and volume. To determine con-
ditions in which a typical low-frequency active sonar system
may operate effectively in a shallow water waveguide, a uni-
fied model for submerged object scattering and reverberation
is developed. The approach is to use a waveguide scattering
model that follows directly from Green’s theorem but that
takes advantage of simplifying single-scatter and far-field ap-
proximations that apply to a wide variety of problems where

the source and receiver are distant from the target. To treat
reverberation from randomly rough boundaries and stochas-
tic volume inheterogeneties, the waveguide scattering model
is generalized to include stochastic targets. Analytic expres-
sions for the spatial covariance of the field scattered from a
stochastic target are then obtained in terms of the waveguide
Green’s function and the covariance of the target’s plane
wave scatter function. This makes the formulation amenable
to a wide variety of approaches for computing a stochastic
target’s scatter function. For diffuse seafloor reverberation,
two approaches are adopted, an empirical one of Lambert
and Mackenzie and a fundamental one based on first-order
perturbation theory. It is most convenient to describe the
diffuse component of distant seafloor reverberation with a
modal formulation since the modes comprise the statistical
entities of the field that the scattering surface may decorre-
late.

Since reverberation is measured in time but the wave-
guide scattering formulation is for harmonic field compo-

FIG. 18. Same as Fig. 17 except~a! reflection coefficient for water over silt is used.~b! Double reflection coefficient of water over 2-m sand over silt is used.
~c! Double reflection coefficient of water over 5-m sand layer over silt is used.~d! Triple reflection coefficient of water over 1-m light silt layer over 1-m sand
layer over silt is used.
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nents, the time dependence of the field scattered by a distant
object from a source of arbitrary time dependence is derived
analytically using the saddle point method. The resulting ex-
pression is given in terms of modal group velocities, the
frequencies of which vary as a function of time and source,
receiver, and target position. A simpler analytic approach
involving Parseval’s theorem can be applied when the inte-
gration time of the measurement system is sufficiently long

to include the dominant energy returned from the target or
scattering patch. This approach is used in the illustrative ex-
amples. A viewer-oriented reference frame is then adopted,
translating from the traditional target-oriented frame of
waveguide scatter theory, to incorporate the continuous dis-
tribution of scatterers encountered in waveguide boundary
and volume reverberation. This enables analytic expressions
to be developed for the reverberant field returned bistatically

FIG. 19. Same as Figs. 7 and 8 except first-order perturbation theory is used to model scattering from the inclined riverbank features.~a! Seafloor riverbank
over sand and silt half-spaces.~b! Seafloor and subseafloor riverbank scattering with the upper sediment layer composed of silt withh152 m and the lower
sediment half-space composed of sand.~c! Same as~b! excepth155 m. ~d! Seafloor and subseafloor riverbank scattering with the upper sediment layer
composed of sand withh152 m and the lower sediment half-space composed of silt.~e! Same as~d! excepth155 m.
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from seafloor within the resolution footprint of a typical ac-
tive sonar system after narrow-band beamforming with a
horizontal array.

The unified model is used to investigate typical low-
frequency active detection scenarios in shallow water.
Sample calculations for finite-duration cw source signals in-
dicate that the maximum range at which echo returns from a
submerged target stand unambiguously above diffuse sea-
floor reverberation is highly dependent upon the water col-
umn and sediment stratification, as well as the receiving ar-
ray aperture, source, receiver, and target location, and the
scattering properties of the target and seafloor.

The model is also applied to determine conditions in
which discrete morphological features of the seafloor and
subseafloor return echoes that stand prominently above dif-
fuse seafloor reverberation. Simulations for finite-duration
cw source signals indicate that typical seafloor and subsea-
floor riverbank features, ubiquitously found throughout con-
tinental shelf waters, can return echoes that stand signifi-
cantly above the diffuse component of seafloor reverberation
in the operational ranges of typical low-frequency active so-
nar systems. This finding is significant since returns from
these discrete features can be confused with returns from an
intended submerged target. The relative prominence of this
kind of geological clutter is highly dependent on the wave-
guide properties, measurement geometry, and scattering
characteristics of the geological feature and surrounding sea-
floor. The finding that subseafloor features can cause signifi-
cant clutter is particularly troubling for active sonar opera-
tions because it greatly increases the environmental
characterization necessary to make accurate predictions of
the expected clutter. The coherent component of the field
scattered from the riverbank features examined, arising from
the features’ finite size, is found to far outweigh the diffuse
component arising from random roughness of the features.
The methods and findings of this article are presently being
used to help design a number of field experiments to inves-
tigate the physical mechanisms that lead to geological clutter

in the output of active sonar systems operated in shallow
water.
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APPENDIX A: THE PLANE WAVE SCATTER
FUNCTION, TARGET STRENGTH, SURFACE
SCATTERING STRENGTH, AND GREEN’S THEOREM

Standard parameters used to describe surface and target
scattering in ocean acoustics can be traced back to Green’s
theorem by using some simple approximations involving the
plane wave scatter function in free space. To do so, it must
be recalled that the harmonic fieldFs(r ) scattered by an
object can be expressed in terms of the medium Green func-
tion G(r ur t) and incident fieldF i(r ) by the Helmholtz–
Kirckoff integral equation35

Fs~r !52E E
At

@F i~r t!1Fs~r t!#
]G~r ur t!

]nt

2G~r ur t!
]

]nt
@F i~r t!1Fs~r t!#dAt , ~A1!

a form of Green’s theorem, whereG(r ur t) and F i(r ) each
satisfy the Helmholtz equation, driven by a source at angular
frequencyv52p f . The area integral encloses the scatterer
and the surface normal points into the enclosed volume.

Consider, first, the problem of a plane wave

F i~r t!5eikr th~u i ,f i !, ~A2!

incident on an object in free space travelingin the direction
(u i ,f i) where, for example,

FIG. 20. Same as Fig. 9 except first-order perturbation theory is used to model scattering from the inclined subseafloor riverbank for the two-layer bottom
scenario of Fig. 6~d!. ~a! Sediment is comprised of light silt layer ofh151-m thickness over a silt layer ofh151-m thickness over a sand half-space. Diffuse
riverbank scattering is from the double interface of light silt to silt to sand.~b! Sediment is comprised of light silt layer ofh151-m thickness over a sand layer
of h251-m thickness over a silt half-space. Diffuse riverbank scattering is from the double interface of light silt to sand to silt.
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h~u i ,f i !5cosu i cosu t1sinu i sinu t cos~f i2f t!.
~A3!

The Green function is

G~r ur t!5
1

4p

eikur2r tu

ur2r tu
'

1

4p

eik@r 2r th~u,f!#

r
, ~A4!

where the last approximation is for a receiver so far from the
object thatr @r t . By application of Green’s theorem, the
scattered field at this distant receiver then can be written as

Fs~r !'2
eikr

4pr E E
At

@eikr th~u i ,f i !1Fs~r t!#
]

]nt
e2 ikr th~u,f!

2e2 ikr th~u,f!
]

]nt
@eikr th~u i ,f i !1Fs~r t!#dAt . ~A5!

By the definition of the plane wave scatter function
S(u,f;u i ,f i), however, it can also be written as

Fs~r !'S~u,f;u i ,f i !
eikr

kr
, ~A6!

in an object-centered coordinate system, which leads to the
equality

S~u,f;u i ,f i !

52
k

4p E E
At

@eikr th~u i ,f i !1Fs~r t!#
]

]nt
e2 ikr th~u,f!

2e2 ikr th~u,f!
]

]nt
@eikr th~u i ,f i !1Fs~r t!#dAt , ~A7!

which relates Eq.~A5! directly to Green’s theorem whenr
@r t .

Equation~A5! can be recast as a sonar equation by tak-
ing 10 log of the squared magnitude of both sides. In terms
of the plane wave scatter function, the resulting target
strength of the scatterer is then

T510 logUS~u,f;u i ,f i !

k U2

dB re 1 m. ~A8!

FIG. B1. A comparison of scattering using the single frequency approximation versus the full bandwidth of the given window function. Reverberation
calculated using the single frequency approximation is indistinguishable from that calculated with the full bandwidth.~a! Same as Fig. 3~a! for sphere in
waveguide with reverb except only the sand bottom case is shown. Single frequency approximation is compared to rectangular window.~b! Same as~a! except
the Hamming window is used instead of the rectangular window.~c! Same as~a! except only the silt bottom case is shown.~d! Same as~c! except the
Hamming window is used instead of the rectangular window.
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The differential scattering cross section of the target, defined
as

s5 lim4pr 2

r→`

uFs~r !u2

uF i~r !u2
, ~A9!

then becomes

s~u,f;u i ,f i !54pUS~u,f;u i ,f i !

k U2

, ~A10!

which in the high-frequency limit can be interpreted as the
projected area of the target as seen with foreshortening from
the combined perspectives of the source and receiver.

If the target is a random patch of rough surface rather
than a finite object, Eqs.~A5! and ~A6! can still be used so
long as far-field conditions hold andS(u,f;u i ,f i) is inter-
preted as a stochastic parameter. The scattering coefficient of
the surface is the expected scattering cross-section per solid
angle ^s/4p&. This can be written in terms of the bidirec-
tional scattering ~reflectance! distribution function29

f (u,f;u i ,f i), a standard empirical descriptor of surface
scattering properties in modern radiometry, via

K s

4p L 5 f ~u,f;u i ,f i ! cosu cosu iDA, ~A11!

whereDA is the area of the surface patch. For diffuse scat-
tering that is equal in all directions, the bidirectional scatter-
ing distribution function equals the constant«/p, where« is
the albedo,29 which is unity for a perfect Lambertian surface
and roughlyp/102.7 for a Lambert–Mackenzien surface.9

The conventional seafloor scattering strength of ocean
acoustics22 is then

SS~u,f;u i ,f i !510 logK US~u,f;u i ,f i !

k U2L 210 logDA,

~A12!

where the first term on the right-hand side can be interpreted
as an equivalent target strength for the random scattering
patch.

FIG. B2. A comparison of scattering using the single frequency approximation versus the full bandwidth of the given window function. Reverberation
calculated using the single frequency approximation is indistinguishable from that calculated with the full bandwidth.~a! Same as Fig. 7~a! for seafloor
riverbank with reverb except only the sand bottom case is shown. The single frequency approximation is compared to the rectangular window.~b! Same as
~a! except the Hamming window is used instead of the rectangular window.~c! Same as~a! except only the silt bottom case is shown.~d! Same as~c! except
the Hamming window is used instead of the rectangular window.
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Many surfaces scatter with both a deterministic as well
as a fluctuating component. It is conventional to assume that
the fluctuating component scatters a zero-mean field. Diffuse
scattering surfaces, as described by Lambert’s law or first-
order perturbation theory, scatter only zero-mean fluctuating
fields.

The preceding analysis shows that the standard param-
eters used to describe surface and target scattering in free
space can be traced back to Green’s theorem through the
plane wave scatter function.

APPENDIX B: SINGLE FREQUENCY APPROXIMATION
VERSUS FULL BANDWIDTH IN NARROW-BAND
SCATTERING CALCULATIONS

A single frequency approximation is used for all the
narrow-band scattering calculations of Sec. IV. The time-
averaged, expected mutual intensity of Eq.~35!,

I ~R,Rr ,R0 ,t !5
1

T E
2`

`

uQ~ f !u2^uFs~Rr2RuR02R!u2&d f ,

~B1!

is approximated as

I ~R,Rr ,R0 ,t !'^uFs~Rr2RuR02R!u2&

3
1

T E
2`

`

uQ~ f !u2 d f , ~B2!

where^uFs(Rr2RuR02R)u2& is calculated at the center fre-
quency f c of the narrow-band waveformq(t), where f c

5300 Hz for the examples of Sec. IV. In practice, the
narrow-band waveform or window functionq(t) has a spec-
trum Q( f ) with either a narrow main lobe such as the rect-
angular window, or a broader main lobe with lower side
lobes such as the Bartlett, Hanning, and Hamming
windows.36 The window functions are normalized according
to

1

T E
2`

`

uQ~ f !u2 d f51, ~B3!

so that the rectangular window, with a main lobe half-power
bandwidth of 0.886/T and a first side lobe 13.4 dB down
peak-to-peak from the main lobe, becomes

q~ t !5H 1 for 2 T/2 <t< T/2 ,

0 otherwise,
~B4!

and the Hamming window, for example with main lobe half-
power bandwidth of 1.30/T and a first side lobe 42.7 dB
down peak-to-peak from the main lobe, becomes

q~ t !5H A1/0.3974$0.5410.46 cos~2pt/T!%

for 2 T/2 <t< T/2,

0 otherwise,

~B5!

whereT51/2 s for the examples of Sec. IV.
For the reverberation calculations of Sec. IV, calcula-

tions show that this approximation differs from the full spec-
tral integration by less than 0.1 dB.

As may be expected in the coherent scattering from tar-
gets where modal interference is significant, some range-

dependent nulls and valleys in the sound pressure level of the
received field found in the single frequency calculation may
be partially filled when the full bandwidth is used for the
narrow-band waveforms considered. This is exhibited in
Figs. B1 and B2 where the filling is shown to be window
dependent and more negligible for bottoms that support
fewer trapped modes. It is noteworthy that for narrow-band
transmissions at the given center frequency and duration, the
sphere target may have returns that fall below the expected
reverberation level, but the quantity and location of these
expected deep ‘‘fades’’ of the target are highly dependent on
the window function used.
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High-amplitude thermoacoustic effects in a single pore
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Nonlinear effects on thermoacoustic gain in a single pore are investigated experimentally. By
creating a sharp temperature gradient in a uniform cross-section pore, the effect of high
displacement amplitudes relative to the stack length is isolated from other high amplitude effects
and also from effects due to geometrical discontinuities. The experiment probes displacement
amplitudes which lie beyond the range of validity of the linear theory. The complex compressibility
of nitrogen gas in the pore is measured for displacement amplitudes ranging from 2.5% to 60% of
the stack length. No changes in the thermoacoustic response are observed over this range. Extending
the upper limit to 175%, the power flow, as a function of the squared ratio of the displacement
amplitude and the stack length, behaves linearly over the entire range. ©2001 Acoustical Society
of America. @DOI: 10.1121/1.1348008#

PACS numbers: 43.35.Ud, 43.20.Mv, 43.20.Ye, 43.25.Cb@SGK#

I. INTRODUCTION

The goal of building powerful and efficient thermoa-
coustic devices has generated much interest in high-
amplitude studies, from both an experimental and a theoret-
ical point of view. Experimental investigations on devices
driven at high amplitudes reveal the importance of under-
standing the effects of nonlinearities. For driving pressure
amplitudes~the ratio of the acoustic pressure amplitude to
the mean pressure of the gas! above approximately 0.5%,1

disagreement arises between experimental data and the re-
sults of the linear theory. The source of the discrepancy is
complex. It has been attributed to turbulence, streaming, gas
displacement comparable to the stack or heat exchanger
lengths, or other velocity-dependent effects. A number of
workers have considered nonlinear thermoacoustic effects in
various manifestations. Swift2 made extensive measurements
on a large prime mover and found significant deviations from
the linear theory at high pressure amplitudes. Many, but not
all, of the deviations could be explained by coupling to
higher harmonics, turbulence, or a temperature defect caused
by the steady-state heat flow from the heat exchangers to the
gas. Poese and Garrett3 made similar measurements for a
large thermoacoustic refrigerator which also displayed devia-
tions from the linear theory at high amplitude. They dis-
cussed possible explanations, one likely candidate being tur-
bulence resulting from geometric discontinuities. Atchley
et al.1 measured the temperature difference across a thermoa-
coustic couple as a function of position in a resonator for a
wide range of pressure amplitudes. Again, deviations from
the linear theory were observed and tentatively attributed to
turbulence, acoustic streaming, or particle displacement
comparable to the length of the couple. In another
experiment,4 Atchley measured the build-up of oscillations
in a thermoacoustic prime mover. He discussed some pos-
sible reasons for the saturation of the amplitude at a steady-
state value due to linear and nonlinear effects. Yazakiet al.5

performed measurements on a simple thermoacoustic resona-
tor and identified regimes of quasiperiodicity and even chaos
occurring at large amplitude oscillations.

On the theoretical side, there have been a number of
studies addressing nonlinearities and other effects, possibly
linear, not accounted for in standard thermoacoustic theory.
Watanabeet al. and Yuanet al. developed simplified one-
dimensional nonlinear models which include convective
terms up to second order in the velocity.6 These theories
provide a framework for understanding the generation of
higher harmonics in an unloaded prime mover which leads to
a saturation in the amplitude caused by dissipation in these
higher modes. Caoet al.7 performed a numerical calculation
of the energy flux density in an isolated thermoacoustic
couple having infinite thermal conductivity. This work was
specifically aimed at understanding the effect of large ampli-
tude displacements compared with the length of the stack or
the heat exchangers. Surprisingly, they find that the energy
flux density at the plate ends is not spread over a region on
the order of the displacement amplitude, but rather is con-
centrated in a narrow region at the ends. The width of this
region is nevertheless linearly proportional to the displace-
ment amplitude. Mozurkewich8 developed an analytic ap-
proach to model heat flow along a thermoacoustic couple
which agreed well with the numerical work by Caoet al. He
extended his results9 to analyze a heat exchanger adjacent to
a stack and found that temperature discontinuities develop
between the two elements. Similar conclusions~which were
also verified experimentally! were reached by Brewster
et al.10 using physical arguments. As will be discussed later,
the linear theory does not treat the effects of such tempera-
ture discontinuities. Models for turbulence in ducts and ef-
fects of minor losses have been incorporated into DeltaE,
and give good results.11

Although much progress has been made in understand-
ing effects not described by the standard linear theory, a
number of points remain poorly understood. Experimentally,
the task is complicated by the number of factors which si-
multaneously contribute to the discrepancy between theorya!Electronic mail: wilen@helios.phy.ohiou.edu
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and experiment. One approach to this problem was explored
by Olsonet al.12 Employing the concept of similitude, they
proposed to unravel nonlinear effects by varying single di-
mensionless parameters one at a time in an experiment. In
the present experiment, a different approach was taken; we
isolated the single effect of displacement amplitude compa-
rable to stack length from all other nonlinear effects. We
accomplished this by making measurements on a single pore
~no discontinuities in cross section! at small acoustic Rey-
nolds numbers (R,50).13

II. EXPERIMENTAL TECHNIQUE

The experimental technique employed was very similar
to the one used previously for determining thermoacoustic
properties of single pores, such as the thermoacoustic func-
tion F(lT)14 or the complex compressibilityC(v).15 Con-
sequently, only those aspects unique to this experiment will
be described in detail. Figure 1 shows a schematic view of
the setup. A sharp temperature gradient profile was achieved
by sandwiching a short, thin, and poorly conducting ceramic
material @k51.6(W/m•K) at 25 °C# between two sections
made out of copper@k5400(W/m•K) at 25 °C#. For sim-
plicity, we will refer to the ceramic region as the ‘‘stack.’’

The detailed geometry is shown in Fig. 2. The copper
region to the left of the stack was in contact with a water
bath controlled to a temperature of 24 °C. The copper section
to the right of the stack was heated and controlled to tem-

peratures ranging from 24 °C to 224 °C. When the tempera-
ture of the hot side was above 24 °C, a temperature gradient
was present in both the copper and ceramic sections of the
cell. By measuring the temperature at several locations in the
cell, we determined the average temperature gradient in the
copper sections. The position at which these temperatures
were measured is shown in Fig. 3. TypeK thermocouples
~wire size 0.3 mm! were used for all temperature measure-
ments. The temperature measurements were accurate to
about 2 °C. The measurement positions were accurate to
about 0.3 mm.

For the ceramic section and the copper region immedi-
ately adjacent, we calculated the detailed temperature profile
along the inside wall of the pore using a finite-element re-
laxation calculation. The calculation assumed known values
for the thermal conductivities of copper and the ceramic and
used the measured temperature at two points in the copper as
boundary conditions. As expected, the overall temperature

FIG. 1. Schematic diagram of the experimental setup.

FIG. 2. Details of the pore in the sharp gradient zone.
Dimensions are in millimeters. A, B, and C label posi-
tions along the pore referred to in the text. The two
arrows indicate the range a gas parcel would span dur-
ing a cycle at the highest amplitude measured.

FIG. 3. Temperature profile along the pore; the solid line represents a piece-
wise linear approximation to the actual profile determined by solving the
heat equation numerically. The two zones referred to in the text are shown.

943 943J. Acoust. Soc. Am., Vol. 109, No. 3, March 2001 G. Petculescu and L. A. Wilen: High-amplitude thermoacoustic effects



profile was closely approximated by a piecewise linear pro-
file, with small temperature gradients in the copper and a
temperature jump across the stack of roughly the difference
in temperature between the hot and cold sides. Figure 3
shows the profile when the hot-side temperature~measured
at the thermocouple just to the right of the stack! was 224 °C.
Given that the length of the stack~0.84 mm! represents only
2% of the total pore length~67 mm! and 15% of the pore
diameter~4.1 mm!, the temperature gradient can be viewed
as an extremely sharp one.

Because the experimental configuration here differs
from the usual arrangement of a thermoacoustic stack and
resonator, it is helpful to point out some of its basic features.
The gas is driven back and forth~well below resonance! in
the tube by the action of the bellows. As the gas is com-
pressed it is displaced to the right and as it is expanded it is
displaced to the left. The phasing is therefore principally that
of a standing wave, just as in a typical standing wave ther-
moacoustic device. There is a small traveling wave compo-
nent which is due to the dissipation or generation of power in
the stack, also similar to what happens in a more conven-
tional standing wave device. In the absence of a temperature
gradient, the pore dissipates energy and the quantity we use
to describe this process is a direct measure of the thermal
function F(lT).14 When a temperature gradient is applied,
the effect of the thermoacoustic gain can be observed
directly.15 As will be seen from the results, the gain term
dominates the behavior of the system, even though the gra-
dient region is a small fraction of the total pore length.

The experimentally measured quantities were: the am-
plitude and phase of the acoustic pressureP1(v) at the pres-
sure gauge, the amplitude and phase of the speaker oscilla-
tory motionX1(v), and the equilibrium pressure inside the
pore P0 . The volume oscillationsV1 are related to the
speaker motionX1 , by V15Aeff•X1, whereAeff is the effec-
tive cross-sectional area of the bellows. The equilibrium vol-
ume V0 was evaluated through a procedure which is de-
scribed later in this section. The motion of the speaker was
measured optically. Pressure measurements were made with
a differential silicon pressure gauge, while the atmospheric
pressure was measured with a capacitance manometer. All
experiments were performed in a dry N2 atmosphere.

For the frequency range used in the experiment~0.5 to
96 Hz!, the total length of the pore~67 mm! is much shorter
than the acoustic wavelength. This permits the assumption of
a spatially uniform pressure along the pore. To first order,
the pressure and the volume inside the pore have the form

P~ t !5P01P1~v!e2 ivt, V~ t !5V01V1~v!e2 ivt, ~1!

where P0 and V0 are the equilibrium pressure and volume
values, respectively,P1(v) is the acoustic pressure, and
V1(v) is the volume oscillation. Measurements of the am-
plitude and phase of the gas pressure and volume, along with
their equilibrium values, permit calculation of the complex
compressibilityC(v), defined as

C~v!52
1

V0

V1~v!

P1~v!
. ~2!

Generally, it is more convenient to work with the dimension-
less compressibilityP0C(v)

P0C~v!52
P0

V0

V1~v!

P1~v!
, ~3!

due to its simple physical interpretation in the low- and high-
frequency limits.15

As can be inferred from Fig. 3, the measured compress-
ibility included the cumulative effect of the end region in-
cluding the bellows and the pressure gauge~zone 1! and the
rest of the pore which includes the stack~zone 2!. The com-
pressibility of zone 1 was measured separately and sub-
tracted from the total response by using a previously de-
scribed method.14,15For the remainder of the paper, when we
refer to the compressibility orP0C, we mean the compress-
ibility of zone 2 alone.

Two types of experimental runs were completed. In the
first type~A!, the frequency was swept from 0.5 to 96 Hz in
71 steps, while the loudspeaker displacement amplitude was
held constant.16 For these frequencies, the thermal penetra-
tion depth varies from 3.7 to 0.3 mm, precisely the range for
which thermoacoustic effects are most important for a pore
of radius 2.05 mm. A total of eight sweeps was performed;
four different speaker amplitudes, each with a temperature
difference across the stack (DTstack) of 0 °C ~‘‘no gradient
runs’’!, and also of'200 °C ~‘‘gradient runs’’!. In the sec-
ond run type~B!, the frequency was held fixed at 5.74 Hz
and the speaker displacement amplitude was varied over a
wide range of values, again with and without a gradient
across the stack.

As in previous work,15 we observed very small shifts in
the sensitivity of the pressure and/or position gauges be-
tween~and to a much lesser extent, during! runs which trans-
lated into small errors in the volume of the cell. Therefore,
the volume was adjusted for each A run so that the result for
the measured compressibility agreed with the theory in the
zero-frequency~dc! limit. In this limit, it is safe to assume
that the gas in the cell is in local thermal equilibrium with
the pore wall~for any amplitude!, and the theoretical value
for the dc compressibility can be determined analytically
from the pore dimensions and the temperature profile. The
maximum adjustment in volume required was less than 1%.

For the B runs, the measured values ofP1 andV1 were
used directly to calculate the power flow into zone 2, and no
adjustment to the equilibrium volume was performed.

III. RESULTS

In Figs. 4~a! and ~b!, we plot P0C(v) for four speaker
amplitudes, with and without a gradient across the stack~A
runs!. The corresponding pressure amplitudes (P1 /P0) are
approximately 0.1%, 0.45%, 1.3%, and 2.5% of the equilib-
rium pressure. From the pressure amplitudes and the com-
pressibility, we can also determine the gas displacement am-
plitudes at the left end of zone 2~point A in Fig. 2!. These
displacement amplitudes are approximately 2.5%, 10%,
30%, and 60% of the stack length for the four runs. The
displacement amplitudes at the position of the stack are very
close to these values.~A discussion of how we determine the
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displacement amplitudes appears in the Appendix.! The
glitch in the experimental curves is due to pickup at 60 Hz.
The solid lines in the graphs represent the theoretical solu-
tions of the linear thermoacoustic theory@Eq. ~7! in Ref. 14#
using the piecewise linear temperature profile shown in Fig.
3. We checked that the theoretical result was essentially in-
dependent of the details of the temperature profile in the
stack. This is consistent with earlier work by Rott.17

Interestingly, no amplitude dependence is observed and
the data for all amplitudes agree closely with the linear
theory prediction. To illustrate this point in a different way,
recall that the power flowẆ into zone 2 is proportional to
the imaginary part of the compressibility15

Ẇ~v!52
1

2
v

Vzone2uP1u2

P0
Im@P0C~v!#. ~4!

Using the results of the B runs, we have plotted~Fig. 5! Ẇ
versus (s/L)2, wheres is the displacement amplitude~again,
measured at point A! andL is the length of the ceramic. The
measurements are taken atf 55.74 Hz, where the thermoa-
coustic gain in the gradient runs is largest~i.e., the imaginary
part of the compressibility is minimum!. The highest dis-
placement amplitude in the stack is about 1.7 times larger
than the length of the stack. In this case, a gas parcel situated
in the center of the stack spans the two points marked by
arrows in Figs. 2 and 3 during a cycle.

Nonlinear behavior would be indicated by deviation
from a straight line. No nonlinearity is expected in the no-

FIG. 4. P0C real ~a! and imaginary~b! parts, vsf 1/2 for 0 °C temperature
difference~upper! and for 200 °C temperature difference~lower! across the
stack; different symbols are used for the four displacement amplitudes. The
solid lines are the theoretical results.

FIG. 5. Power as a function of the squared displacement amplitudes nor-
malized to the stack lengthL at f 55.74 Hz for the no-gradient case~a! and
gradient case~b!. In both cases, the solid line is the linear theory prediction.
At the highest displacement measured, the pressure amplitude (P1 /P0) is
'6% and the acoustic Reynolds number is' 35.
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gradient case@Fig. 5~a!#, and the results confirm this. How-
ever, the lack of any nonlinear behavior in the gradient case
@Fig. 5~b!# is a surprising result, as discussed in the next
section.

Statistical errors in the experiment result in error bars
roughly the size of the plotted points below 2 Hz, but de-
creasing to much smaller at higher frequencies. As noted
earlier, large errors also occur for points very near 60 Hz.
We also occasionally noted spurious results for points taken
near 96 Hz, likely due to an overloading in one of the lock-in
amplifiers.

Systematic errors can result from a number of factors.
These include:~1! shifts in the equilibrium volume and pres-
sure with speaker amplitude;~2! shifts in the equilibrium
pressure/temperature during the course of a run;~3! shifts in
the sensitivity of the pressure and position gauges with am-
plitude, due to nonlinearity in gauges, combined with dc
shifts in the speaker position at higher drives;~4! shifts in
sensitivity of the pressure and position detectors over time,
possibly due to mechanical conditions, changes in room tem-
perature and pressure, etc.;~5! errors in the absolute calibra-
tion of the pressure and position detectors.

All of these systematic errors can be estimated and in
some cases have been measured and calibrated out. The com-
bined effect of numbers~1!–~4! is judged to be of order 2%.
Number~5! may be as large as 4%. For the A runs, number
~5! has effectively been calibrated out. For the B runs, it
would affect all measured data by a uniform multiplicative
constant and therefore does not affect the linearity in the
observed results.

IV. DISCUSSION

Rott examined oscillating flow over a nonisothermal
surface17,18 and found that there are nonlinear terms intro-
duced by the nonzero radial component of the velocity.
These terms are of order

s
d logT~x!

dx
, ~5!

wheres is the gas displacement amplitude. Physically, they
appear due to the variation of the boundary layer thickness
with temperature. A linear solution to the equations can be
carried out if the restriction

s
d logT~x!

dx
!1 ~6!

is enforced. This implies very small displacementss or,
equivalently, very little temperature changes over the dis-
tances. It is interesting to note that in Rott’s17 numerical
treatment of the linear problem with a temperature gradient,
a ‘‘discontinuous model’’ is used as the limit of a case of
practical importance. The temperature profile he considers is

T~x!5H T1 for 0<x, l ,

T2 for l ,x<L,
~7!

which would be incompatible with the condition in Eq.~6!.
Therefore, he is careful to specify that the temperature jump
at x5 l must be smoothed out over several diameters of the

tube. For small enough displacements, this ensures that the
condition in Eq.~6! is fulfilled and the linearized equations
hold. Rott19 states explicitly that the theory ‘‘does not cover
the effect in which a real jump~over a fraction of a radius,
say! of the tube wall temperature is maintained.’’ Rott’s
theory was verified by Yazakiet al.20 in a system with a
sharp temperature gradient, but only for conditions of onset
where the linear theory would be expected to hold.

The present experiment tests the behavior of a thermoa-
coustic system as the imposed limit for linearity@Eq. ~6!# is
exceeded. The range examined is

0.01<s
d logT~x!

dx
<1.0. ~8!

In addition to the condition discussed above, it has been
pointed out by Rott and others1,7,21 that the linear theory
certainly should not hold when the gas displacement ampli-
tude becomes comparable to the length of the stack and/or
heat exchangers. The linear theory assumes a constant tem-
perature gradient over the excursion distance of a gas parcel.
This condition is satisfied when the displacement amplitude
is small, except for parcels just at the ends of the stack whose
contribution to the overall heat or work flow is negligible.22

In the present experiment, for the largest amplitude used, all
of the gas in the stack is essentially within one displacement
amplitude from the ends. In this case, an oscillating gas par-
cel does not see a constant gradient as is assumed by the
theory. Conceptually, this also implies a breakdown of the
usual bucket-brigade picture. For large displacement ampli-
tudes the situation is closer to a single bucket shuttling heat
directly from the hot to cold~or vice versa!. Although we
measure work flow rather than heat flow, the two are clearly
related since the work depends on the phasing between the
pressure and temperature in the gas.23 Finally, it is worth
pointing out that Swift,1 and also Brewsteret al.10 made the
remarkable observation that no significant change in the ther-
moacoustic heat flow occurred when the displacement ampli-
tude became comparable to the length of the heat exchang-
ers. Comparing the outcome of two experiments having
different-length heat exchangers, Swift found nothing to in-
dicate that the engine performance was related to the ratio of
displacement amplitude and heat exchanger length. It is in-
teresting to speculate whether these observations are related
to the results presented here. At this stage we have no expla-
nation for the results of the experiment, but we believe they
present an intriguing and well-defined challenge for theorists
to explain.

V. CONCLUSIONS

An experimental investigation into the influence of high
displacement amplitudes relative to the stack length has been
performed. This effect was isolated from other high-
amplitude effects with a special construction which imposed
a sharp temperature gradient in a pore of uniform cross sec-
tion. The results, including those for the highest amplitudes,
are consistent with the prediction of the linear theory. We
conclude that the limit imposed by the linear theory regard-
ing high displacement amplitudes relative to stack length is

946 946J. Acoust. Soc. Am., Vol. 109, No. 3, March 2001 G. Petculescu and L. A. Wilen: High-amplitude thermoacoustic effects



not critical. The practical aspect of this result is that other
types of high-amplitude nonlinear effects must be respon-
sible for some of the discrepancies commonly observed be-
tween experiment and theory.

ACKNOWLEDGMENTS

The authors gratefully acknowledge the support of the
Office of Naval Research.

APPENDIX

In this Appendix, we explain how we determine the
numbers quoted in Sec. III and Figs. 4 and 5 for the displace-
ment amplitudes at point A and in the stack. We will denote
the cross-sectional average of the gas displacement at the left
end of zone 2~point A in Fig. 2! by uX1(v)uA . This quantity
can be calculated from the magnitude of the pressure oscil-
lations of a given run, and the measured compressibility of
zone 2 as follows:

uX1~v!uA5uP1~v!•P0C~v!u
Lzone2

P0
, ~A1!

whereLzone2 is the length of zone 2.uX1(v)uA depends on
frequency for two reasons. First, the speaker amplitude itself
is not perfectly constant as a function of frequency. We vary
the voltage drive of the speaker to compensate for its me-
chanical and electrical impedance, but this compensation is
not perfect, leaving a 7% variation. Second, were the speaker
amplitude constant,uX1(v)uA would still depend on fre-
quency because the compressibility of the gas in zone 2 has
a different frequency dependence from that of the gas in zone
1. Taking both of these effects into account,uX1(v)uA varies
with frequency by up to 35% over the course of a run. For
any given pair of A runs~gradient and no-gradient at a par-
ticular speaker amplitude!, we find the minimum value of
uX1(v)uA as a function of frequency. We denote this value
by s, which is the number quoted in the results section. Thus,
s is a lower limit to the actual amplitude at point A measured
over the whole frequency range.

For the B runs, taken at a constant frequency of 5.74 Hz,
we simply takes equal to the actual amplitude at point A:
s5uX1(v52p•5.74 Hz)uA .

For both A and B runs, the displacement amplitudein
the stackis not equal touX1(v)uA and, moreover, varies with
position along the stack. For example, consider first a gradi-
ent run. Referring to Fig. 2, the displacement amplitude de-
creases slightly from point A to point B, but then increases
from the cold to the hot side of the stack~point B to point C!.
The increase in amplitude along the stack is essentially a
result of continuity; in the hotter region, the density is lower
and so the displacement must be larger to compensate. In
Fig. A1 we show how the displacement amplitude varies
with position for three different frequencies. In Fig. A2, we
plot the average displacement amplitude in the stack normal-
ized byuX1(v)uA vs frequency for a gradient and no-gradient
run. These plots show the results of solving the linear ther-
moacoustic theory using the formalism described in Ref. 15.

From Fig. A2, we can see that for the B runs (f
55.74 Hz), uX1(v)uA ~and hences! underestimates the dis-

placement in the stack by about 3% for the gradient runs and
overestimates the displacement by 10% for the no-gradient
runs.

For the gradient A runs,uX1(v)uA varies from about
10% lower than to about 10% higher than the displacement
in the stack. For the no-gradient A runs,uX1(v)uA is 10%
higher than the displacement in the stack at all frequencies.

FIG. A1. Normalized displacement amplitude as a function of distance
along pore. Curves are shown for gradient runs at three different frequen-
cies.

FIG. A2. Average displacement amplitude at the stack normalized by the
displacement amplitude at point A vs frequency. Solid line is for the gradi-
ent run, dotted line for the no-gradient run.
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However, our choice ofs for the A runs, as described above,
is such that it always underestimates the displacement in the
stack ~for gradient and no-gradient!. In summary,s is less
than the average displacement in the stackin all casesexcept
the B no-gradient runs, where it is approximately 10% larger
than the displacement in the stack.

It should also be emphasized that these are cross-
sectional averages of the displacement. The local displace-
ment in the center of the pore will be even higher because the
gas is pinned at the pore wall due to viscosity.15
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Air-coupled transducers for producing ultrasonic radiation in gases are studied. The transducer
consists of a circular thin plate in flexural vibration and a sandwich longitudinal electromechanical
vibrator that is attached to the center of the plate. The lowest-order axially symmetric flexural
vibrational mode of a circular thin plate is analyzed. The equivalent circuits of the circular plate in
flexural vibration and the compound transducer are presented and the frequency equation is derived.
The radiated ultrasonic field of the circular thin plate in flexural vibration is calculated and the
directivity pattern is obtained theoretically. Some transducers of this type are designed according to
the frequency equation, and their resonance frequencies are measured. The measured resonance
frequencies are in good agreement with the theoretical results, and the calculated radiation ultrasonic
field is also in good agreement with the measured results of a previous work. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1342004#

PACS numbers: 43.38.Ar, 43.35.Yb@SLE#

I. INTRODUCTION

The use of sound in gases, such as in ultrasonic drying,
defoaming, and aerosol particle precipitation,1,2 has in-
creased during the past few years. However, as the specific
acoustic impedances of gases are low compared with those
of piezoelectric transducers, the application of ultrasound in
gases is limited. In addition, the sensitivity and the radiating
efficiency of the transducers are low because of the imped-
ance mismatch.

In order to obtain an efficient transmission of ultrasonic
energy in gases it is necessary to achieve a good impedance
match between the transducer and the gases. The compound
air-coupled transducer consisting of a sandwich longitudinal
piezoelectric vibrator and a circular thin plate in flexural vi-
bration has the advantages of large radiation surface and im-
proved impedance matching and has been used in producing
ultrasound of high directivity in air. It was found in the
literature3–7 that an ultrasonic transducer of this type was
developed which can improve the impedance match with the
gas and can produce high directivity and intensity ultrasound
in the medium. According to traditional design theory of this
type of transducer, the transducer is divided into two parts.
One part is the sandwich longitudinal electromechanical vi-
brator and the other is the circular plate in flexural vibration.
They are designed according to their frequency equations. In
this case, the transducer is considered as a combination of
two resonators and they resonate at the same frequency.
However, for the compound air-coupled transducer consist-
ing of a longitudinal vibrator and a circular plate, its vibra-
tion modes are complex.

In this paper, the flexural vibration of a circular plate as
an ultrasonic radiator is analyzed. The equivalent circuits of
the flexural circular plate and the compound air-coupled
transducer are derived. From this a total frequency equation
for the compound transducer is obtained, rather than the two
frequency equations for the circular plate and the longitudi-
nal vibrator. Based on the total frequency equation and

equivalent circuit, the vibration characteristics of the com-
pound transducer are discussed and compared with the ex-
perimentally measured resonance frequencies.

The radiated ultrasonic field is very important in practi-
cal applications. In this paper, the radiation ultrasonic field of
the thin circular plate in flexural vibration is analyzed, the
acoustic pressure in the far field is obtained, and the direc-
tivity function of the circular thin plate in flexural vibration
is derived theoretically. The relationship between the direc-
tivity function and the vibrational mode of the flexural plate
is analyzed. The calculated directivity pattern is compared
with the measured results of a previous work,4 in which the
angular distribution of the radiated acoustic field of the thin
plate in flexural vibration was not analyzed theoretically be-
cause of the difficulty of the problem. It will be shown that
the theoretically calculated angular distribution of the radi-
ated acoustic field in our analysis is in good agreement with
their measured result.

II. VIBRATION MODE ANALYSIS FOR A FLEXURAL
CIRCULAR PLATE WITH A CLAMPED
BOUNDARY CONDITION

Let the thickness and the radius of a circular thin plate
be h and a. In the following analysis it is assumed that the
thickness is far less than the radius, the flexural displacement
amplitude is small, and the shearing strain and the rotary
inertia of the plate are ignored.

A. Resonance frequency equation for the circular
plate in flexural vibration

In the literature,8,9 the flexural vibrations of thin plates
were studied, and complete solutions to the wave equation
were obtained. However, in some practical cases, such as in
ultrasonic drying and ultrasonic levitation, the axially sym-
metric flexural vibration of a circular thin plate that operates
as an ultrasonic radiator in air is widely used. For the lowest-
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order axially symmetric flexural vibrational mode of a circu-
lar plate, in the case of harmonic vibration, the transverse
displacement can be expressed as

y~r,t !5@AJ0~kr!1BI0~kr!#exp~ j vt !, ~1!

whereJ0(kr) is the Bessel function of the first kind of order
zero, I 0(kr) is the modified Bessel function,k4

5rvhv2/D, D5Eh3/12(12s2), which is the flexural ri-
gidity of the plate,rv is density,s is Poisson’s ratio, andv
is the angular frequency. To evaluate the constantsA andB
we must know the manner in which the plate is supported. In
this paper, the plate is clamped all around its circumference
at r5a. When the boundary of the plate is clamped, the
displacement and its derivative at the edge disappear. From
Eq. ~1!, we can obtain

2AJ0~ka!5BI0~ka!, ~2!

AJ1~ka!5BI1~ka!. ~3!

From Eqs.~2! to ~3!, the frequency equation for the circular
plate in flexural vibration with clamped boundary can be
obtained,

J0~ka!I 1~ka!1I 0~ka!J1~ka!50. ~4!

Let the root of Eq.~4! be R(n), then we have

kna5R~n!, ~5!

where n is a positive integer. Different values ofn corre-
spond to different vibrational orders of the plate. The first
four values ofR(n) are 3.1962, 6.3064, 9.4395, and 12.5771.
For different boundary conditions, such as free and simply
supported, the value ofR(n) is different. However, the ex-
pression for the resonance frequency of a thin plate in flex-
ural vibration is the same as for Eq.~6!. From Eq.~5! the
normal frequencyf n can be obtained,

f n5
R2~n!h

2pa2 A E

12rv~12s2!
, n51,2,3,... . ~6!

For the normal mode of ordern, its normal function can be
expressed as

yn~r,t !5@AnJ0~knr!1BnI 0~knr!#exp~ j vnt !. ~7!

Equation~7! is suitable for a solid circular thin plate. It can
be seen that this is different from the flexural vibration of a
circular membrane fixed at the rim. For the solution of the
wave equation of a circular membrane,Bn50. The complete
solution for the lowest-order axially symmetric flexural vi-
bration of a circular plate with a clamped boundary condition
is the sum of all the individual orders of vibration repre-
sented by Eq.~7!,

y~r,t !5 (
n51

`

@AnJ0~knr!1BnI 0~knr!#exp~ j vnt !. ~8!

B. Equivalent circuit of a circular plate in flexural
vibration with a clamped boundary condition

For the analysis of the flexural vibrational characteristics
of a circular thin plate, the concept of the lumped equivalent

parameter is useful. Based on Eq.~7!, the kinetic energy of
the normal mode of ordern of the circular plate can be ex-
pressed as

En52prvhvn
2 exp~2 j vnt !E

0

a

@An
2J0

2~knr!1Bn
2I 0

2~knr!

12AnBnJ0~knr!I 0~knr!#rdr. ~9!

Using the integral relations of the Bessel functions and Eqs.
~2!–~4!, the kinetic energy can be obtained from Eq.~9!,

En52pa2rvhvn
2 exp~2 j vnt !An

2J0
2~kna!. ~10!

In the above equations, the quantity exp(j2vnt) is intro-
duced when the kinetic energy of the plate is calculated by
squaring of the velocity of the plate as described in Eq.~7!.
Since the stable flexural vibration of the plate is involved in
this paper, the quantity exp(j2vnt) has no effect on the final
result of the kinetic energy. In fact, for stable vibration, only
the amplitude is used, and the quantity exp(j2vnt) can be
dropped. From Eq.~7!, the vibration velocity at the center of
the circular plate can be obtained,

vn5~An1Bn! j vn exp~ j vnt !. ~11!

When the center of the circular plate is chosen as the refer-
ence point of the equivalent mass, the equivalent kinetic en-
ergy of the normal mode of ordern can be written as

En852~1/2!Mn~An1Bn!2vn
2 exp~2 j vnt !, ~12!

whereMn is the equivalent mass at the center of the plate in
the normal mode of ordern. In general cases, the usual way
to define equivalent lumped parameters is to take the mean
value of the displacement or velocity. However, in our case,
the longitudinal sandwich piezoelectric vibrator is attached
to the center of the plate. The plate in flexural vibration is
excited at its center. Therefore, the center of the plate is
chosen as the reference point. At this point, the forces and
velocities of the sandwich vibrator and the plate are continu-
ous. On the other hand, this is also beneficial to the analysis
of the equivalent circuit of the compound system consisting
of the longitudinal sandwich vibrator and the circular plate in
flexural vibration. The reason is that one-dimensional theory
is used in analyzing the equivalent circuit of the sandwich
longitudinal piezoelectric transducer. In this case, the con-
tacting position between the longitudinal vibrator and the
plate is best suited for the reference point. LettingEn8 be
equal toEn , the equivalent mass can be obtained,

Mn52m
J0

2~kna!I 0
2~kna!

@ I 0~kna!2J0~kna!#2 , ~13!

where m5pa2rvh,m being the mass of the plate. If the
equivalent compliance of the normal mode of ordern of the
plate isCn , we have

Cn51/vn
2Mn , ~14!

wherevn52p f n , f n is the normal frequency of the normal
mode of ordern and can be computed from Eq.~4!. Based on
the above-mentioned analyses, the equivalent mechanical
impedance of the normal mode of ordern of the plate can be
expressed as
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Zn5 jXn5 j ~vnMn21/vnCn!. ~15!

When a harmonic driving forceF5FA exp(jvt) acts at
the center of the plate, the equivalent vibration velocity of
the plate of the normal mode of ordern can be obtained,

vn5FA exp~ j vt !/Zn . ~16!

Using Eq.~8!, the total equivalent vibration velocity of
the plate is

v5 (
n51

`

vn5FA exp~ j vt ! (
n51

`

1/Zn . ~17!

Therefore, the equivalent circuit of the plate in flexural vi-
bration can be obtained from Eq.~17! as shown in Fig. 1.
From Fig. 1, we can get the equivalent mechanical imped-
anceZi ,

Zi5 jXi51/Yi51YS (
n51

`

YnD , ~18!

whereYi is the total equivalent input admittance andYn is
the equivalent admittance of the normal mode of ordern.
When the angular frequency of the driving force approxi-
mates the normal angular frequencyvn of the normal mode
of ordern of the plate, we haveZn→0,Yn→`. In this case,
for other normal modes of the plate, their equivalent imped-
ances are large and the admittances are small. Therefore, Eq.
~18! can be reduced to

Zi51/Yi51/Yn5Zn . ~19!

From Eq.~19!, the equivalent circuit of the plate in the
vicinity of the normal angular frequencyvn can be repre-
sented by Fig. 2. In the above-given analysis, the loss in the
plate is ignored. When the plate resonates, the mechanical

impedance is zero, and the vibration velocity becomes infi-
nite. For the practical vibrator of the flexural circular plate,
the loss is not zero, therefore, the vibration velocity is finite.

In practical cases, the transducer radiates ultrasonic
waves into the surrounding medium. Thus, the load imped-
ance is not zero. For the design and analysis of an air-
coupled ultrasonic flexural transducer with load, the effect of
the radiation impedance should be considered in deriving the
resonance frequency equation of the transducer. However,
the deduction of the radiation impedance is complicated. The
analysis on the radiation impedance of a plane circular piston
with uniformly distributed velocity can be found in elemen-
tary text on acoustics.9 Since the velocity distribution on the
plate is complex, the radiation impedance of a thin plate in
flexural vibration is different from that of a plane circular
piston with uniformly distributed vibrational displacement.
For additional knowledge of the radiation impedance of a
circular thin plate in flexural vibration, readers can refer to
the book by Pierce.10

III. RESONANCE FREQUENCY EQUATION AND
EQUIVALENT CIRCUIT OF THE COMPOUND
TRANSDUCER CONSISTING OF A LONGITUDINAL
SANDWICH PIEZOELECTRIC TRANSDUCER
AND A CIRCULAR PLATE

For traditional applications of high power ultrasound in
gases, the compound transducer that is composed of a longi-
tudinal sandwich piezoelectric transducer and a flexural cir-
cular plate is used because it can improve the impedance
matching and increase the radiated ultrasonic power. The
longitudinal piezoelectric transducer is attached to the center
of the plate. In general cases, the sandwich longitudinal pi-
ezoelectric transducer is mainly composed of three parts,
which are the back metal cylinder, the front metal horn, and
the longitudinally polarized piezoelectric ceramic rings sand-
wiched between the back and front metals. In the compound
transducer, the flexural plate can be regarded as a radiator of
center-excitation as shown in Fig. 3. In the figure, FP is the
circular thin plate in flexural vibration and TR is the sand-
wich longitudinal piezoelectric transducer. Curves 2 and 1
represent the longitudinal and flexural displacement distribu-
tions of the sandwich piezoelectric transducer and the circu-
lar plate. In this case, the longitudinal and the flexural dis-

FIG. 1. Equivalent circuit of a circular plate in flexural vibration.

FIG. 2. Equivalent circuit of a plate in thenth flexural vibration.

FIG. 3. Sketch of a compound air-coupled transducer consisting of a sand-
wich longitudinal piezoelectric vibrator and a circular thin plate in flexural
vibration.
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placement amplitudes at the bonding point are large, i.e., the
bonding point is a displacement antinode. Considering the
above-mentioned analysis, the equivalent circuit of the com-
pound transducer is shown in Fig. 4. In Fig. 4, the part before
the dotted line denotes the half-wavelength sandwich longi-
tudinal piezoelectric transducer and the part after the dotted
line denotes the circular plate in flexural vibration.R0 and
C0 are the dielectric loss resistance and the clamped capaci-
tance of the sandwich longitudinal piezoelectric transducer;
Re , Ce , and Me are the equivalent mechanical loss resis-
tance, the equivalent elastic compliance constant, and the
equivalent mass of the sandwich longitudinal transducer, re-
spectively; Mn , Cn , and Rn are the equivalent mass, the
equivalent compliance constant, and the mechanical loss re-
sistance of the plate in thenth flexural vibration, respec-
tively. Za is the radiation impedance of the flexural plate. It
is different from that of a plane circular piston with uni-
formly distributed vibrational velocity. However, it can be
expressed in a generalized form as

Za5Ra1 jXa . ~20!

HereRa is the radiation resistance of the plate andXa is
the radiation reactance. It is well known that the radiation
impedance is a complex quantity. It depends not only on the
geometrical shape and dimensions, but also on the frequency
and the distribution of vibration amplitude of the radiator.
On the other hand, the radiation impedance also depends on
the load medium of the transducer. From Fig. 4 the reso-
nance frequency equation of the compound air-coupled
transducer can be obtained as

Xa1v~Me1Mn!2
Ce1Cn

vCeCn
50. ~21!

When the radiation impedance of the plate in flexural
vibration is neglected, the resonance frequency equation can
be rewritten as

v~Me1Mn!2
Ce1Cn

vCeCn
50. ~22!

Substituting Eq.~14! into Eq. ~22! yields

v25vn
2 11Cn /Ce

11Me /Mn
. ~23!

Herevn is the angular frequency of thenth flexural vibration
of the plate. For the compound transducer to achieve opti-
mum operating condition, the frequency of the compound
transducer should be equal to that of the flexural circular
plate. The optimum operating condition of the compound
transducer means that when the sandwich longitudinal vibra-
tor and the circular plate in flexural vibration are bonded
together, their vibrational states remain unchanged, the reso-
nance frequencies of the compound transducer, the half-
wavelength longitudinal vibrator, and the flexural circular
plate are all the same. In this case, Eq.~23! can be reduced to

CnMn5MeCe . ~24!

This means that in this case the resonance frequency of the
half-wavelength sandwich longitudinal vibrator is equal to
that of the flexural circular plate in thenth flexural vibration.

From the above-mentioned analysis, it can be concluded
that for the compound air-coupled transducer, when the reso-
nance frequency of the sandwich longitudinal transducer is
equal to that of the flexural circular plate in thenth flexural
vibration, the resonance frequency of the compound trans-
ducer is the same as that of the exciting transducer of the
flexural plate. In this case, the natural vibrational states of
the sandwich transducer and the circular plate in flexural
vibration remain unchanged. The bonding point between the
sandwich transducer and the circular plate is the displace-
ment antinode of the two vibrations.

IV. RADIATION ULTRASONIC FIELD FROM A
FLEXURAL CIRCULAR PLATE

Assume the flexural circular plate is mounted on a flat
rigid baffle of infinite extent. The coordinates are sketched in
Fig. 5. The acoustic pressure at the field point can be ob-
tained by dividing the radiating surface of the flexural plate
into infinitesimal elements, each of which acts like a baffled
simple source of strengthdQ5uA ds. The pressure gener-
ated by one of these sources is given by

dp5 j
k0r0C0

2pH
uA dsexp@ j ~vt2k0H !#, ~25!

where k05v/C0 , C0 is the sound speed in air,r0 is the
density of air, andH is the distance between the observation

FIG. 4. Equivalent circuit of an air-coupled compound transducer. FIG. 5. Geometry used in deriving the radiated acoustic field characteristics
of a flexural circular plate.
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point and the element. The total acoustic pressure is

p~r ,u,t !5E E
s

j
k0r0C0

2pH
uA exp@ j ~vt2k0H !#ds, ~26!

wheres5pa2, ds5rdrdf, anduA is the speed with which
the flexural plate vibrates. It can be expressed as

uA~r!5 j v@AJ0~kr!1BI0~kr!#. ~27!

It is well known that for the symmetrical vibration of a
flexural circular plate, the radiated acoustical field is also
symmetrical. In Fig. 5, theZ axis is the symmetrical axis.
Given the positionP(r ,u) at which the acoustical pressure is
desired, theX andY axes are oriented so that the field point
lies in theXZ plane. Since the far-field limit of the flexural
plate radiation pattern is desired, the restrictionr @a is im-
posed. From Fig. 5, we have

H25r 21r222rr cos~a!. ~28!

Herea is the spatial angle between the vectorr andr. For
r @a, H has the approximate form

H5r 2r cos~a!. ~29!

From Fig. 4, we have

cos~a!5sin~u!cos~f!. ~30!

Thus, according to the far-field approximation, the far-field
acoustic pressure can be obtained as

p~r ,u,t !5 j
vr0 exp@ j ~vt2k0r !#

2pr

3E
0

a

uArdrE
0

2p

ejk0r sin~u!cos~f!df. ~31!

In terms of the integral formulas of the Bessel functions, Eq.
~31! can be rewritten as

p~r ,u,t !5 j
vr0 exp@ j ~vt2k0r !#

r

3E
0

a

uAJ0~k0r sin~u!!rdr. ~32!

Substituting Eq.~27! into Eq. ~32! yields

p~r ,u,t !52
v2r0 exp@ j ~vt2k0r !#

r

3E
0

a

@AJ0~kr!1BI0~kr!#J0~k0r sin~u!!rdr.

~33!

Equation~33! can be calculated in terms of the Bessel inte-
gral functions,

E
0

x

xJ0~ax!J0~bx!dx

5
x

a22b2 @2bJ0~ax!J1~bx!1aJ0~bx!J1~ax!#,

so that

p~r ,u,t !

A
52

v2r0a exp@ j ~vt2k0r !#

r H 1

k22k0
2 sin2~u!

$2k0 sin~u!J0~ka!J1@k0a sin~u!#1kJ0@k0a sin~u!#J1~ka!%

1
B

A

1

k21k0
2 sin2~u!

$k0 sin~u!I 0~ka!J1@k0a sin~u!#1kJ0@k0a sin~u!#I 1~ka!%J . ~34!

From Eq.~34!, we can identify the directivity functionD(u) for the flexural circular plate as

D~u!5
1

k22k0
2 sin2~u!

$2k0 sin~u!J0~ka!J1@k0a sin~u!#1kJ0@k0a sin~u!#J1~ka!%

1
B

A

1

k21k0
2 sin2~u!

$k0 sin~u!I 0~ka!J1@k0a sin~u!#1kJ0@k0a sin~u!#I 1~ka!%. ~35!

It can be seen that the radiation pressure depends on the value ofB/A that corresponds to different boundary conditions,
such as clamped, free, and simply supported. Therefore, Eqs.~34! and~35! are the generalized expressions about the radiation
acoustic pressure and the directivity pattern. Corresponding to different boundary conditions of the circular plate in flexural
vibration, the concrete expressions of radiation acoustic pressure and directivity pattern are different. For a circular plate with
a clamped boundary condition, substituting the expression ofB/A from Eq. ~2! or ~3! into Eqs.~34! and ~35! yields

p~r ,u,t !

A
52

v2r0a exp@ j ~vt2k0r !#

r H 1

k22k0
2 sin2~u!

$2k0 sin~u!J0~ka!J1@k0a sin~u!#1kJ0@k0a sin~u!#J1~ka!%

1
1

k21k0
2 sin2~u!

$2k0 sin~u!J0~ka!J1@k0a sin~u!#1kJ0@k0a sin~u!#J1~ka!%J , ~36!
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D~u!5
1

k22k0
2 sin2~u!

$2k0 sin~u!J0~ka!J1@k0a sin~u!#1kJ0@k0a sin~u!#J1~ka!%

1
1

k21k0
2 sin2~u!

$2k0 sin~u!J0~ka!J1@k0a sin~u!#1kJ0@k0a sin~u!#J1~ka!%. ~37!

For a circular plate with a free boundary condition, i.e., the flexural moment and the lateral force at the edge of the plate
disappear, the following expressions can be obtained:

A@kJ0~ka!2J1~ka!/a1sJ1~ka!/a#2B@kI0~ka!2I 1~ka!/a1sI 1~ka!/a#50, ~38!

AJ1~ka!1BI1~ka!50. ~39!

Solving Eq. ~39! for B/A and substituting the expression ofB/A into Eqs. ~34! and ~35! yields the radiated acoustic
pressure and the directivity function of a circular plate with a free boundary condition,

p~r ,u,t !

A
52

v2r0a exp@ j ~vt2k0r !#

r H 1

k22k0
2 sin2~u!

$2k0 sin~u!J0~ka!J1@k0a sin~u!#1kJ0@k0a sin~u!#J1~ka!%

1
1

k21k0
2 sin2~u!

$2k0 sin~u!J1~ka!I 0~ka!J1@k0a sin~u!#/I 1~ka!2kJ0@k0a sin~u!#J1~ka!%J , ~40!

D~u!5
1

k22k0
2 sin2~u!

$2k0 sin~u!J0~ka!J1@k0a sin~u!#1kJ0@k0a sin~u!#J1~ka!%

1
1

k21k0
2 sin2~u!

$2k0 sin~u!J1~ka!I 0~ka!J1@k0a sin~u!#/I 1~ka!2kJ0@k0a sin~u!#J1~ka!%. ~41!

Based on the vibrational theory of a circular plate in
flexural vibration and the above-mentioned analysis, the
resonance frequency equations of the flexural circular plate
with different boundary conditions are different. Therefore,
the rootskna of the resonance frequency equations are dif-
ferent for different boundary conditions. Thus, the direc-
tional pattern is also different. Figures 6~a! and~b!, 7~a! and
~b! show the theoretically calculated directional patterns of
the flexural plates with free and clamped conditions. The
material used in the calculation is steel. The standard mate-
rial parameters are as follows:c55000 m/s,s50.28. It can
be seen from the figures that when the vibrational order is

increased, the directional pattern becomes complicated. For
the same vibrational order, the directional pattern of a circu-
lar plate with a clamped boundary condition is superior to
that with a free boundary condition.

On the other hand, from the calculated acoustic field
distribution of a circular plate in flexural vibration with free
and clamped boundary conditions, it can be seen that for a
circular plate in flexural vibration with free boundary, the
acoustic pressure on theZ axis is zero. This means that the
directivity of a flexural circular plate with a free boundary is
worse. The reason is that the vibrational displacements on
the plate have opposite phase.

FIG. 6. ~a! Calculated directional pattern of a flexural circular plate with a clamped boundary condition (f 520 kHz, n53, h53 mm, a556.6 mm). ~b!
Calculated directional pattern of a flexural circular plate with a free boundary condition (f 520 kHz, n53, h53 mm, a556.1 mm).
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V. EXPERIMENTS

To verify the calculated results from our derived theory
about the compound transducer and the flexural circular
plate, some circular plates and longitudinal sandwich piezo-
electric transducers were built and evaluated. The plate ma-
terial was steel and the sandwich longitudinal transducer was
a vibrator of half-wavelength. The sandwich longitudinal
transducer was attached to the center of the flexural circular
plate. In this section, two experiments are described.

A. Resonance frequency measurement

There are three kinds of resonance frequencies, which
include the resonance frequency of the half-wavelength
sandwich longitudinal piezoelectric transducer, the reso-
nance frequency of the thin plate in flexural vibration, and
the resonance frequency of the compound transducer. In the
experiment, these resonance frequencies are measured under
small input signal. The resonance frequencies of the sand-
wich longitudinal piezoelectric transducer and the compound
air-coupled transducer were measured using the transmission
line method as shown in Fig. 8. In the figure, TR is the
transducer to be measured,Ri andRt are two electric resis-
tances,Ri@Rt . In the experiment, the frequency of the sig-
nal generator is changed until the output signal of the oscil-
loscope is a maximum. The frequency corresponding to this
maximum output is the resonance frequency of the trans-
ducer being measured. The resonance frequencies of the
flexural circular plate are measured using the emitting–

receiving method as shown in Fig. 9. Here FP is the circular
plate in flexural vibration with a clamped boundary condi-
tion. ET and RT are the emitting and receiving transducers.
In this case, the emitting and receiving transducers are rect-
angular piezoelectric ceramic elements in their thickness ex-
tensional vibration. Their lowest resonance frequencies are
far larger than that of the circular plate in flexural vibration.
In the experiment, the plate is clamped with bolts on its
boundary. The frequency of the exciting signal is changed
until the output of the oscilloscope is a maximum. This in-
dicates that the plate is resonating at the frequency of the
exciting signal and corresponds to the resonance frequency
of the plate in thenth flexural vibration. The measured re-
sults are listed in Table I. In Table I, the designed resonance
frequency of the half-wavelength longitudinal sandwich pi-
ezoelectric transducer and the thin plate in flexural vibration
is 20 kHz. At this frequency, the half-wavelength longitudi-
nal vibrator resonates at its fundamental vibrational mode.
For the design of a thin plate in flexural vibration, it can be
seen from Eq.~6! that the resonance frequency of the plate is
determined by the vibrational order, the thickness, and the
radius of the plate. Therefore, when the designed frequency
~20 kHz! is determined, the vibrational order and the radius
or thickness may be different. In this paper, the third and
fourth vibrational orders of the plate are chosen, and two
plates are designed and made. Their resonance frequencies
and thickness are equal to each other, while their vibrational

FIG. 7. ~a! Calculated directional pattern of a flexural circular plate with a clamped boundary condition (f 520 kHz, n54, h53 mm, a575.3 mm). ~b!
Calculated directional pattern of a flexural circular plate with a free boundary condition (f 520 kHz, n54, h53 mm, a575.0 mm).

FIG. 8. Experimental setup for the measurement of the resonance frequency
of the air-coupled transducer.

FIG. 9. Experimental setup for the measurement of the resonance frequency
of a plate in flexural vibration.
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order and radius are different in order to satisfy the reso-
nance frequency equation~6!. It can be seen that the mea-
sured resonance frequencies are in good agreement with the
theoretical results.

As for frequency-measurement error, the following fac-
tors should be taken into account. First, the standard material
parameters used in the calculation are different from the
practical values of the material. Second, the boundary of the
circular plate is not clamped completely. Third, the emitting
and receiving transducers on the plate have finite geometrical
dimension, their mass and contacting areas have effect on the
free vibration of the plate. Finally, since the emitting and
receiving transducers have finite geometrical dimensions, the
conditions of point excitation and point receiving are not
satisfied entirely.

B. Directional pattern measurement

From the above-mentioned analysis, it can be seen that
the directivity pattern of the radiation acoustic field is deter-
mined by the plate in flexural vibration alone. In this section,
we calculate the directional pattern of a circular plate in flex-
ural vibration with a free boundary condition using a theory
similar to that used in the above-given analysis. The dimen-
sions, the resonance frequency, and the vibrational mode of
the flexural circular plate are the same as those in a previous
paper.4 The calculated results according to the above-given
theory are shown in Fig. 10. It can be seen that the calculated
directional pattern is in good agreement with the measured
result of the previous work.4 In literature,4,5 because of the

difficulty in calculating the radiation acoustic field, the the-
oretical directivity pattern of a thin plate in flexural vibration
was not analyzed. Therefore, only the experimental results
were given and compared with the calculated results accord-
ing to the theory of a plane circular theoretical piston.

VI. CONCLUSION

In this paper, the compound air-coupled transducer con-
sisting of a half-wavelength longitudinal sandwich piezo-
electric vibrator and a flexural circular plate is described. The
vibrational mode and the resonance frequency equation of a
flexural circular plate are also analyzed. The equivalent cir-
cuits of the flexural circular plate and the compound trans-
ducer are given. From these, the resonance frequency equa-
tion of the compound air-coupled transducer is obtained. The
radiation acoustic field of the flexural circular plate is calcu-
lated, and the directional function is obtained theoretically.
The resonance frequencies of the compound transducer are
measured and good agreement between the measured and
calculated results is obtained. For the radiated acoustic field,
the calculated result using the method in this paper is com-
pared with the measured results of a previous work, and
good agreement is obtained. This shows that the analysis and
calculation in this paper are valid.

The method presented in this paper for the calculation of
the radiated acoustic field of the flexural circular plate can be
used in other cases, such as the flexural circular plate with
free, clamped, and simply supported boundary conditions.

It can be seen that the radiated acoustic field of a circular
flat plate in flexural vibration is complex. The directional
pattern is worse. To improve the directional pattern, the
stepped plate can be used. The calculation of the acoustic
field of a stepped plate in flexural vibration is more complex.
In this case, numerical methods can be used. On the other
hand, the radiation impedance of a circular plate in flexural
vibration is an important parameter in the design of the air-
coupled transducer. Its analysis and calculation will be done
in later work.
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When binaural sound signals are presented with two loudspeakers, the listener’s ears are required to
be in the relatively small region which is under control of the system. Misalignment of the head
results in inaccurate synthesis of the binaural signals. Consequently, directional information
associated with the acoustic signals is inaccurately reproduced. When the two loudspeakers are
placed close together, the spatial rate of change of the generated sound field is much smaller than
that generated by two loudspeakers spaced apart. Therefore, the performance of such a system is
expected to be more robust to misalignment of the listener’s head. Robustness of performance is
investigated here with respect to head displacement in three translational and three rotational
directions. A comparison is given between systems consisting of two loudspeakers either placed
close together or spaced apart. The extent of effective control with head displacement and the
resulting deterioration in directional information is investigated in the temporal and spectral domain
by analyzing synthesized binaural signals. Subjective localization experiments are performed for
cases in which notable differences in performance are expected from the previous analysis. It is
shown that the system comprising two loudspeakers that are close together is very robust to
misalignment of the listener’s head. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1349539#

PACS numbers: 43.38.Md, 43.66.Qp, 43.60.Pt, 43.64.Bt@SLE#

I. INTRODUCTION

Binaural technology1–3 is often used to present a virtual
acoustic environment to a listener. The principle of this tech-
nology is to control the sound pressure at the listener’s ears
so that the reproduced sound pressure coincides with that
which would be produced when he is in the desired real
sound field. Producing the correct ear sound pressures should
lead to almost the same sensation as the listener would ex-
perience in the real sound field for most realistic sound sig-
nals. The superiority of this binaural technique lies in its
capability of providing a very accurate spatial impression to
a listener. Appropriate control of directional information of
direct and reflected sounds, as well as information regarding
reflecting surfaces, distance which the sound has traveled,
and information from the sound source itself, is essential to
create a convincing virtual auditory space.

Unlike other types4–6 of attempts to give virtual direc-
tional information to a listener, binaural technology requires
the control of sound at each of the two ears independently.
One way of achieving this is to use a pair of headphones or
similar types of transducers. An alternative to this is to use
two loudspeakers at different positions in a listening space
with the help of signal processing to ensure that appropriate
binaural signals are obtained at the listener’s ears.7–10

One disadvantage of such binaural sound reproduction
over loudspeakers is that the listener’s ears must be in the
relatively small region in space at which the control is effec-
tive. Misalignment of the head position and orientation re-
sults in the inaccurate synthesis of the binaural signals at the
ears. This results from the change in the transfer functions
between the transducers and the listener’s ears. Conse-
quently, the performance of the system deteriorates, i.e., di-
rectional information associated with the sound is smeared as
is other information.

It can also be shown that it is possible to achieve inde-
pendent control of the sound signal at two ears with a mono-
pole transducer and a dipole transducer at the same
position.10,11When two closely spaced monopole transducers
are used, the sound field produced is a good approximation
to that produced by a point monopole and a point dipole
transducer up to a given frequency. We refer to such a sys-
tem as ‘‘stereo dipole.’’12 The sound field generated by such
a system has a distinct character in that its rate of change
over space is much smaller than that generated by two mono-
pole transducers spaced apart.13 As a consequence, it is ex-
pected to be more robust to misalignment of the position and
orientation of the listener’s head.14 A certain amount of mis-
alignment is inevitable in the practical use of such a system.
Therefore, it is obviously advantageous if the system is more
robust to misalignment. When, for example, the system is
used to attempt to track head movement, it is essential to
know the threshold at which the perception of the virtual

a!Previously at the Kajima Technical Research Institute, 2-19-1 Tobitakyu,
Chofu-shi, Tokyo 182-0036, Japan.
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acoustic environment collapses. The filter update would in-
evitably be discrete in time and hence the listener’s move-
ment would result in a certain amount of displacement from
the intended position before the filters are updated for the
new head position. In other words, the filters must be up-
dated before the head moves a distance that is greater than
the tolerances. Having larger tolerances will be advantageous
in keeping track of head movement up to a higher velocity
with a given update rate.

The objective of this study is to investigate the robust-
ness of the performance of such a system when the listener’s
head is misaligned. Comparison between two different trans-
ducer arrangements is made; two transducers placed close
together and two transducers spaced apart. The consequence
of three translational and three rotational displacements of
the head is examined. Much emphasis is put upon the pres-
ervation of directional information which depends mostly
upon the head related transfer functions~HRTFs!. First, the
effectiveness of control is investigated by synthesis of a unit
impulse at both ears in both the time and frequency domains.
Presentation of an incident sound from various directions are
then investigated as the very basic components of a virtual
sound environment. The characteristics of the synthesised
binaural signals are examined in several ways. In the tempo-
ral domain, the interaural time difference~ITD! of the syn-
thesized binaural sound signals is investigated. The monaural
spectral shape of the signals is also investigated since this
will influence the spectral localization cue. Further consider-
ation is also given to the binaural spectral difference, i.e., the
interaural level difference~ILD ! that is used to localise along
the interaural direction and also the interaural difference of
spectral shape that is used to localize around the interaural
axis. Cues related to the dynamics of head movement are
outside the scope of this study. Subjective localization ex-
periments are performed for displacements for which notable
differences in performance are expected from the previous
analysis.

II. FACTORS IN THE SYNTHESIS OF A VIRTUAL
ACOUSTIC ENVIRONMENT

The principle of the system under investigation is illus-
trated in Fig. 1. The following is described with a frequency
domain representation of the acoustic paths~transfer func-
tions! and sound signals. All the spatial information is in the
transfer functions between sound source and both of the lis-
tener’s ears. As the very basic components of a virtual sound
environment, generation of a single incident sound wave is
taken as an example here. A pair of binaural signalsd(z)
corresponding to a single incident sound wave are generated
by filtering a sound source signal S(z) through a vector of

filters a(z) which contains a pair of HRTFs for both ears
corresponding to the desired direction of the incident sound.
Thus,

d~z!5a~z!S~z!. ~1!

When the signals at both ears of the listener are controlled by
two transducers in the listening space, the 232 matrixC(z)
of transfer functions can be defined between the transducers
and the ears. In order to present the binaural signals at each
ear, the signalsd(z) are filtered through a 232 matrixX(z)
of control filters which contains the pseudo-inverse of the
transfer function matrixC(z). Then the synthesized binaural
signalsw(z) and the sound source signal S(z) are related by

w~z!5C~z!X~z!a~z!S~z!. ~2!

For convenience, the control performance matrixR(z) and
vector of synthesized HRTFsq(z) are defined as follows:

R~z!5C~z!X~z!, ~3!

q~z!5C~z!X~z!a~z!5R~z!a~z!. ~4!

A number of filter design methods have been presented.15,16

In short, with the use of a modeling delayD and a regular-
ization parameter for causal stable inversion,X(z) is de-
signed so that

R~z!5C~z!X~z!'z2DI ~5!

is satisfied, whereI is the identity matrix. This ensures the
synthesised HRTFsq(z) are a good approximation to the
original HRTFsa(z). Thus, from Eqs.~4! and ~5!,

q~z!'z2Da~z!. ~6!

As the listener’s head is displaced away from the exact
position for which control filtersX(z) are calculated, the
transfer functionsC(z) change gradually. Thus the pseudo-
identity matrixR(z) and, as a consequence, the synthesized
binaural HRTFsq(z) are degraded and may result in the
wrong subjective perception.

III. ANALYSIS OF THE SYNTHESIZED BINAURAL
SIGNALS

A. Model

The physical acoustic pathsa and C are modeled with
free field head related impulse responses~HRIRs: the time
domain representation of HRTFs!. A database comprising
directionally discrete HRIRs on a virtual spherical surface
1.4 m from a KEMAR dummy head is obtained from the
MIT Media Lab.17 Those between sampled directions are
obtained by bilinear interpolation on the virtual spherical
surface of magnitude and phase spectra in the frequency do-
main. Those at a different distance from a head are obtained
by extrapolation with an appropriately chosen delay and
spherical attenuation.18 The loudspeaker response is decon-
volved from the data and thus each control transducer of the
system is modeled as an ideal monopole source. The control
filter matrix X is determined by the frequency domain de-
convolution method.16

The listener’s head is displaced with respect to six or-
thogonal axes~three translational and three rotational! as in

FIG. 1. The principle of binaural synthesis over loudspeakers.

959 959J. Acoust. Soc. Am., Vol. 109, No. 3, March 2001 Takeuchi, Nelson, and Hamada: Virtual sound imaging systems



Fig. 2 and Table I. Since the robustness to relatively small
displacement of the head position and orientation is of inter-
est here, the robustness of the virtual sound image is evalu-
ated relative to the listener’s head, not relative to the listen-
ing space. In other words, when the listener’s head is
displaced, he should ideally perceive the same virtual sound
image as in the optimal position and orientation, unlike those
applications where the listener may want to move around in
a virtual sound environment.

The spherical coordinate system used to define direction
of sound and of transducers is shown in Fig. 3. The origin is
at the intersection of the interaural axis and the median
plane. The polar axis coincides with the interaural axis. The
azimuth angle ranges from290° to 90° as the direction
changes from the pole at the left to the other pole at the right.
A cone of constant azimuth is approximately the same as the
cone of confusion where there are no ITDs. The elevation
angle ranges from2180° on the horizontal plane behind the
head to290° below, 0° on the horizontal plane in front, 90°
above the head to 180° again on the horizontal plane behind.
Two different transducer arrangements are investigated for
comparison. In both cases, two transducers are placed in
front of the listener on the horizontal plane~0° elevation! and
aligned symmetrically with respect to the median plane. The
transducers positioned spanning 60° as seen by the listener

~630° azimuth! are representative of a popular arrangement.
The span of 10°~65° azimuth! represents close spacing.

B. Indices for analysis

In the temporal domain, the interaural cross-correlation
function Ca(t) of HRIRs a(t) corresponding to the real
source direction are examined and the time lag which gives
the peak values ofCa(t) is used as an estimate of ITD of the
acoustic signals at the two ears. The interaural cross-
correlation functionCa(t) is expressed as follows in terms
of the elements ofa(t):

Ca~t!5 lim
T→`

1

2T E
2T

T

a1~ t !a2~ t1t!dt. ~7!

There are other possible methods to estimate the ITD, for
example, by detecting the leading-edge in the HRIRs, or by
computing the phase spectrum or group delay of the binaural
signals. However, the leading-edge method may misjudge
the ITD by detecting the less potent onset ITD rather than the
ongoing ITD to which neurones are sensitive.19–21 There is
no indication that the nervous system could detect the high-
frequency phase spectrum nor group delay. Anatomical and
physiological studies strongly suggest that ITD information
is extracted with the interaural cross-correlation of the
auditory-nerve responses to the stimuli in the superior oli-
vary complex then further processed at a higher level of au-
ditory pathway.22,23 The envelope delay of high frequency
signals as an ITD cue24,25 can be extracted by the cross-
correlation method as well as the phase delay of low fre-
quency signals. However, while this method extracts a single
number ITD in binaural acoustic signals, it does not attempt
to model the complex human auditory system which trans-
duces acoustic signals at the ears into vibration of the audi-
tory organs and then into nerve signals which are subse-
quently processed. Therefore, the absolute value of the ITD
may not be completely significant although it can extract

FIG. 2. The Cartesian coordinate system used to define head displacement
relative to the optimal head position and orientation.

TABLE I. Terminology used to describe head displacement.

Description Terminology

Translation alongx-axis lateral
Translation alongy-axis fore-and-aft
Translation alongz-axis vertical
Rotation aboutx-axis pitch
Rotation abouty-axis roll
Rotation aboutz-axis yaw

FIG. 3. The spherical coordinate system used to define the direction of
sound sources relative to the listener’s head position and orientation. An
example of ‘‘cone of constant azimuth’’ is illustrated. The two different
transducer arrangements investigated are also shown~relative to the optimal
head position and orientation!.
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tendencies and enables comparison between the two different
conditions studied here.

In the spectral domain, a spectral analysis of synthesised
HRTFs is performed over a logarithmic scale both in fre-
quency and magnitude to account for the basic property of
auditory filters. The monaural spectral shape is regarded as
an important cue to identify one direction out of directions
with no interaural differences. This cue utilizes the change of
the spectral shape of the sound source signal due to the
HRTF for each ear. The monaural spectral cues also have
supplemental role in localization along the interaural
direction.26 Interaural difference of spectra could have two
roles. The major role is to localize along the interaural direc-
tion ~azimuth discrimination! with an interaural level differ-
ence~ILD !. It could also be another cue to resolve confusion
among directions with no interaural time difference~eleva-
tion discrimination! by utilizing the pattern of frequency de-
pendent interaural spectral difference.27 The advantage of
this cue over the monaural spectral shape cue in practice
would be that it does not depend on the spectrum of the
sound source signal. Again it should be noted that this does
not attempt a complete model of the human auditory system.

C. Robustness of temporal cues

First, the effectiveness of control as a function of head
displacement is evaluated by analyzing the matrix of electro-
acoustic pathsR(t) which is independent of the direction of
the virtual source. Following this, the synthesised HRIRs
q(t) with head displacement are analyzed in order to dem-
onstrate what happens to temporal cues as a function of the
relative direction of the virtual sound source.

1. Control performance (temporal)

When the inputs toR(t) is a pair of simultaneous delta
functions d(t) rather than binaural signals, the interaural
cross-correlation function,Cp(t), of the synthesised signals
is expressed as

Cp~t!5 lim
T→`

1

2T E
2T

T

p1~ t !p2~ t1t!dt, ~8!

where

p~ t !5Fp1~ t !
p2~ t !G5FR11~ t !1R12~ t !

R21~ t !1R22~ t !G• ~9!

When the listener’s head is at the optimal position and
orientation, the synthesized signalsp(t) are approximately
delta functions with an identical delay. ThusCp(t) is a delta
function with ITD50 (ms). In this way, the directional de-
pendence ina(t) can be excluded from the analysis of the
interaural cross-correlation functions. As the head is dis-
placed away from the optimal position and orientation, the
synthesized signalsp(t) are no longer delta functions. Thus
Cp(t) is also no longer a delta function. A degradedCp(t)
indirectly suggests the degradation of the ITD cue of the
synthesized HRIRs for all directions. A shift of the peak in
Cp(t) suggests a shift in the ITD of the synthesized HRIRs
and multiple peaks inCp(t) may cause ambiguity or result
in the wrong perception among multiple directions of sound.

Figure 4 shows the degradation ofCp(t) ~the interaural
cross-correlation functions for the synthesised simultaneous
unit impulses! with lateral displacement over the range of
6200 mm. The maximum value ofCp(t) ‘‘1’’ at 0 lag can
be observed at 0 mm displacement~the optimal position! for
both transducer arrangements. When the listener’s head is
displaced laterally, an ITD shift for the 60° transducer ar-
rangement increases significantly as displacement increases,
which is at the rate of approximately 2.7ms/mm. For ex-
ample, 25 mm displacement results in about 65ms ITD shift
which corresponds to about an 8° shift in azimuth direction.
The threshold for the ITD discrimination is considered to be
approximately 10ms ~Ref. 28! and corresponds to about 4
mm displacement with the 60° arrangement. On the other
hand, the rate of shift is much less for the 10° transducer
arrangement~0.2ms/mm! and so 50 mm displacement would
be just enough to produce the threshold value for the ITD

FIG. 4. The effect of lateral displacement on the interaural cross-correlation functions for the synthesis of simultaneous unit impulses. Left panel: 60°
transducer span. Right panel: 10° transducer span.
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discrimination. When the listener’s head is rolled, the ITD
shift is again greater for the 60° arrangement though the
difference between the two arrangements is much smaller
~about 1.2ms/° and 0.4ms/°! than the lateral displacement
~Fig. 5!. Yaw displacement showed the same ITD shift
~about 8ms/°! which corresponds exactly to the yaw dis-
placement angle for both of the two transducer arrangements
~Fig. 6!. However, better preservation~smaller amplitude of
additional maxima! of the interaural cross correlation func-
tion can be observed for the 10° arrangement. Fore-and-aft,
vertical and pitch displacement shows no shift of the original
peak for both transducer arrangements, as expected from the
symmetry, but slightly better preservation of the interaural
cross correlation function can be observed for the 10°
arrangement.18 The results for the six types of displacement
are summarized in Table II.

Comparisons can be made between the six types of dis-

placement by normalizing the results by the amount of dis-
placement of the ears produced by each of the six types of
head displacement. The synthesized ITD cue is the most sen-
sitive to yaw displacement followed by lateral and roll dis-
placements. It is very robust to fore-and-aft, pitch, and ver-
tical displacement. However, the difference in the robustness
of the ITD cue between two different transducer arrange-
ments is most significant for lateral displacement followed
by roll displacements. There are no obvious differences other
than additional maxima between two transducer arrange-
ments for the other four displacements~yaw, fore-and-aft,
vertical, pitch!.

2. Accuracy of synthesis (temporal)

By analogy withCa(t), the interaural cross-correlation
functions of synthesised HRIRs,Cq(t), is expressed as fol-
lows in terms of the elements ofq(t):

FIG. 5. The effect of roll displacement on the interaural cross-correlation functions for the synthesis of simultaneous unit impulses. Left panel: 60° transducer
span. Right panel: 10° transducer span.

FIG. 6. The effect of yaw displacement on the interaural cross-correlation functions for the synthesis of simultaneous unit impulses. Left panel: 60° transducer
span. Right panel: 10° transducer span.
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Cq~t!5 lim
T→`

1

2T E
2T

T

q1~ t !q2~ t1t!dt. ~10!

As the ITD cue is regarded as the most salient cue that is
used to determine the azimuth direction,29 directions on the
horizontal plane which contain two sets of all the azimuth
directions are taken as examples to show the interaural cross-
correlation functions of HRIRs~Fig. 7!. That of the original
HRIRs,Ca(t), is shown in Fig. 7~a! and that of synthesised
HRIRs,Cq(t), when the listener’s head is displaced 25 mm
laterally are shown in Figs. 7~b! and ~c!. In Fig. 7~a!, it can
be observed that the ITD is increasing almost linearly with
respect to azimuth angle over most of the range.~Note that
the variation is not sinusoidal which would be the case if
there were no head in the sound field.! Cq(t) is severely
degraded with the 60° transducer arrangement@Fig. 7~b!#; a
few large additional local maxima~especially around6250
ms, corresponding to630° azimuth which are the control
transducer directions! can be observed over wide range of
virtual source directions as well as a shift~about 65ms, 8°
azimuth! of the original peak. However,Cq(t) is better pre-
served with the 10° arrangement@Fig. 7~c!# except for very
minor local maxima at virtual source directions around290°
azimuth, 0ms lag ~the largest around260 ms which again
corresponds to the control transducer directions!.

ITD estimated from the synthesized HRIRs without dis-

placement for both transducer arrangements are identical to
the estimate from the original HRIRs for all the directions
around the head. The estimated ITD from the synthesized
HRIRs when the listener’s head is displaced 25 mm laterally
for most of the directions around the head is plotted in Fig. 8.
There are no data points on the bottom part of the spherical
plot. In general, it is observed that cones of constant ITD are
shifted from the original value@Fig. 8~a!# for the 60 ° ar-
rangement@Fig. 8~b!# but little shift is observed for the 10 °
arrangement@Fig. 8~c!#, as observed in Fig. 4. The system
with the 10 ° transducer arrangement preserved the synthe-
sized ITD value for larger azimuth directions better than that
of the 60 ° arrangement. A slightly worse performance is
expected on the left-hand side of the head than the other side
~right! for the 10 ° arrangement. Whereas the right-hand side
shows worse performance than the left-hand side for the 60 °
arrangement. The loss of a large ITD value around large
azimuth directions@e.g., uazimuthu.630 ° in Fig. 8~b!,
around290 ° azimuth in Fig. 8~c!# is primarily because the
additional peaks in the interaural cross-correlation function
became larger than the original peak. When the head is dis-
placed, large additional peaks which give ITD values corre-
sponding to the direction of the control transducers appear.
In cases when these additional peaks are larger than the
original peaks, if the largest peak is taken to estimate ITD,
the virtual sound source would vanish and the listener would
localize the sound source in the direction of the control trans-
ducers. However, with existence of the other types of cue
such as monaural spectral shape cues, the smaller magnitude
of the original peak could be more plausible in estimating the
ITD. If it is taken to estimate the ITD, it would result in a
much better preserved ITD value and thus better preserve the
direction of the virtual sound. This is down to the psycho-
logical function at higher levels of the nervous system. It is
likely, inferring from the results from subjective experiment
presented in a later section, that a smaller but more plausible
original peak would result in the estimated ITD for head
displacements below a certain value.

TABLE II. Estimated rate of ITD shift and displacement which gives the
threshold value of ITD discrimination~10 ms! for six types of displacement
and two different transducer arrangements.

Type of displacement Rate of ITD shift
Displacement

at 10ms ITD shift

60° span 10° span 60° span 10° span
lateral 2.7ms/mm 0.2ms/mm 4 mm 50 mm
fore-and-aft 0ms/mm 0ms/mm ¯ ¯

vertical 0ms/mm 0ms/mm ¯ ¯

pitch 0 ms/° 0 ms/° ¯ ¯

roll 1.2 ms/° 0.4ms/° 8° 24°
yaw 28 ms/° 28 ms/° 1.3° 1.3°

FIG. 7. Interaural cross-correlation functions of the original and synthesized HRIRs corresponding to source directions on the horizontal plane.~a! Calculated
from the original HRIRs.~b! Calculated from the synthesized HRIRs with 60° transducer span when the listener’s head is displaced 25 mm laterally.~c!
Calculated from the synthesized HRIRs with 10° transducer span when the listener’s head is displaced 25 mm laterally.
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D. Robustness of spectral cues

As in the analysis of temporal cues, the effectiveness of
control as a function of head displacement is evaluated first
by analyzing the matrix of transfer functionsR(z) which is
independent of the virtual source direction. Then, synthe-
sized HRTFsq(z) are analyzed in order to demonstrate what
happens to spectral cues depending on the direction of the
virtual sound source.

1. Control performance (spectral)

When the control system is required to synthesize par-
ticular spectra at two ears, head displacement results in leak-
age of some of the signal intended for one of the ears to the
other ear. This is the so called ‘‘cross-talk’’ component of
the signals, i.e., the component of the signal for right ear fed
to the left ear and vice versa. This can be regarded as noise
component in the intended signal. The components of the
synthesised HRTFsq(z) are given by

q~z!5FQ1~z!

Q2~z!G5FR11~z!A1~z!1R12~z!A2~z!

R21~z!A1~z!1R22~z!A2~z!
G , ~11!

whereR11(z) andR22(z) are the elements which contribute
towards the correct synthesis of the HRTFs butR12(z) and
R21(z) are noise elements which smear the synthesis. For the
left ear, the signal~signal intended for the left ear! to noise
~signal intended for the right ear! ratio of the control system
is estimated fromuR11(z)u/uR12(z)u. This is the case when
the time histories of the inputs toR(z) are a pair of identical
delta functions. This again excludes the effect ofa(z), i.e.,
the direction dependence. Figure 9 shows the degradation of
the signal to noise ratio~S/N! for the HRTF synthesis at the
left ear with lateral displacement over the range of6250
mm. The S/N at the right ear,uR22(z)u/uR21(z)u, can be ob-
tained by flipping over the left and right of the figure. Much
larger displacements which maintain good S/N over wide
frequency range~.500 Hz! are allowed for the 10 ° trans-

FIG. 8. Estimated ITD, plotted as a function of the intended direction of the virtual sound source.~a! Left column: estimated from the original HRIRs.~b!
Middle column: estimated from synthesized HRIRs with 25 mm lateral displacement for the 60° transducer span.~c! Right column: estimated from
synthesized HRIRs with 25 mm lateral displacement for the 10° transducer span. Upper row: view from the upper-front-left~azimuth5245°, elevation
530°!. Lower row: view from the upper-rear-right~azimuth545°, elevation5150°!.
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ducer arrangement~roughly 640 mm for 20 dB S/N! com-
pared to the 60 ° transducer arrangement~roughly 68 mm
for 20 dB S/N!. The dip in S/N around 9 kHz and 13 kHz
even when the head is at the optimal position is due to low
S/N of the measurement of the HRTFs. Good S/N with larger
displacement for the 10 ° arrangement can also be observed
for the fore-and-aft~roughly 6410 mm compared to6120
mm for 20 dB S/N! and yaw~roughly 612 ° compared to
66 ° for 20 dB S/N! displacement as shown in Figs. 10 and
11. The 60 ° transducer arrangement has the advantage at
frequencies below 500 Hz, however. This is where the ILD
cues are less potent than the ITD cues. There are not large
differences between the two arrangements for the other three
displacements~roll, vertical, pitch!.18 However, a slightly
better S/N is preserved with the 60 ° arrangement for pitch
and vertical displacement. With rotation about the interaural
axis, transducers being at a large azimuth angle means less
change of transducer direction than transducers being around

the median plane. The results for six types of displacements
are summarized in Table III.

When compared in the same way as used in the temporal
cue analysis, synthesized spectral cues are most sensitive to
lateral and roll displacement followed by yaw, pitch, vertical,
and fore-and-aft displacements. However, the difference in
robustness of spectral cues between two different transducer
arrangements is most significant for lateral displacement fol-
lowed by fore-and-aft and yaw displacements. Note that the
20 dB S/N is roughly sufficient to synthesize the monaural
spectra for the ipsi-lateral ear but much better S/N is required
for the contra-lateral ear. This is because, if the level of two
desired ear signalsd(z) is compared, the level of the signal
for the ipsi-lateral ear is smaller than that for the other ear
over most of the frequency range and for most directions. As
a result, at the contra-lateral ear, binaural synthesis is af-
fected by a smaller input with a much larger noise input in

FIG. 9. Signal to noise ratio for the HRTF synthesis at the left ear as a function of lateral displacement. Left panel: 60° transducer span. Right panel:10°
transducer span.

FIG. 10. Signal to noise ratio for the HRTF synthesis at the left ear as a function of fore-and-aft displacement. Left panel: 60° transducer span. Rightpanel:
10° transducer span.
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addition to the response of the control performance of the
system.

2. Accuracy of synthesis (spectral)

As the role of the monaural spectral shape cue is prima-
rily to determine the elevation direction of sources located on
the cone of confusion, directions along the cone of 50 ° azi-
muth are taken as examples to illustrate the monaural spec-
tral shape cue in the HRTFs. Figure 12 shows examples of
monaural spectral shape in HRTFs for the ipsi-lateral~right!
ear at directions along the cone of constant azimuth~50 °!.
Significant differences in spectrum pattern between the
sources below~at negative elevation! and above~positive
elevation! the horizontal plane can be observed easily in Fig.
12~a! for real sound sources~estimated fromuA2(z)u!. There
are less significant differences between sources in front~0 to
690 °! and in the rear~690 ° to 6180 °! except on the hori-
zontal plane where a significant dip in spectra around6180 °
compared to those around60 ° can be seen in the mid-
frequency range. The synthesized monaural spectral shape
~estimated fromuQ2(z)u! when the listener’s head is dis-
placed 40 mm laterally are shown in Figs. 12~b! and~c!. The
elevation dependency is less clear for that of the 60 ° ar-
rangement@Fig. 12~b!#. However, the synthesized monaural
spectral shape for the 10 ° transducer arrangement@Fig.
12~c!# shows similar elevation dependent monaural spectra

to the original spectra@Fig. 12~a!#. The consequence of de-
graded monaural spectral shape would be an increased num-
ber of confusions among the directions on the constant azi-
muth cone. The degradation of this cue may also affect the
azimuth localization since the monaural spectral cue has a
supplemental role for azimuth discrimination, especially
when the interaural cross-correlation functionCq(t) is de-
graded to present ambiguity in estimating the ITD due to a
multiple choice of peaks.

When the listener’s head is displaced 40 mm laterally,
the monaural spectral shape cue for the synthesized contra-
lateral ~left ear! HRTF ~estimated fromuQ1(z)u! is domi-
nated by the noise, i.e., the cross-talk component, even for
the 10 ° transducer arrangement due to the low S/N.18 The
requirement for the preservation of monaural spectra for the
contra-lateral ear is much more severe than that of the ipsi-
lateral ear as pointed out in the previous section. For ex-
ample, a lateral displacement of not more than 25 mm even
for the 10 ° transducer arrangement and less than 5 mm for
the 60 ° arrangement is required for the 50 ° azimuth direc-
tions. Obviously, the requirement varies as the direction of
the virtual sound source varies. The variation of the azimuth
direction~along the interaural axis! has more influence on it
than the variation of the elevation direction~around the in-
teraural axis!.

Naturally, the same requirement as the contra-lateral
monaural spectral shape cue, which is more severe than the
ipsi-lateral ear, applies for both of the binaural spectral cues.
In terms of analysis, these binaural spectral cues are essen-
tially identical to the difference between the two monaural
spectral shapes and estimated fromuQ2(z)u/uQ1(z)u. Hence
the interaural spectral shape difference is not shown here.18

Above all, these monaural and binaural spectral shape cues
are well preserved by the 10 ° transducer arrangement, so
less confusion along the cone of confusion is expected with
this arrangement.

Examples of another type of binaural spectral cue, the
interaural level difference~ILD !, are shown in Fig. 13 for

FIG. 11. Signal to noise ratio for the HRTF synthesis at the left ear as a function of yaw displacement. Left panel: 60° transducer span. Right panel: 10°
transducer span.

TABLE III. Estimated displacement which gives 20 dB signal to noise ratio
of the control system for six types of displacement and two different trans-
ducer arrangements.

Type of displacement Displacement at 20 dB S/N

60° span 10° span
lateral 68 mm 640 mm
fore-and-aft 6120 mm 6410 mm
vertical 6220 mm 6190 mm
pitch 618° 614°
roll 69° 69°
yaw 66° 612°
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sound source directions on the horizontal plane. As can be
seen in Fig. 13~a!, which shows the ILD with real sound
sources, it is not a simple task to allocate one ILD value to a
particular azimuth angle. Since complex interference at
higher frequencies yields multiple~often more than 4! azi-
muth angles for one ILD value at each frequency. In addi-
tion, the ILD value for a particular azimuth direction varies
depending on frequency. The ILD with synthesized HRTFs
when the listener’s head is displaced 25 mm laterally are
shown in Figs. 13~b! and ~c!. The ILD with the 60 ° trans-
ducer arrangement is degraded severely but those with the
10 ° span preserved well. Generally speaking, the ILD value
for larger azimuth angles cannot be achieved without a very
good preservation of monaural spectra for the contra-lateral
ear. For example, with the 60 ° transducer arrangement with
50 mm lateral head displacement, the ILD value~averaged
over the mid-frequency range! for azimuth directions larger
than630 ° cannot be achieved.14

IV. SUBJECTIVE EXPERIMENT

The virtual directional information synthesized with two
different arrangements of monopole transducers were inves-

tigated by using subjective localization experiments. Experi-
ments with real sound sources were also performed to estab-
lish the accuracy of the experimental procedure itself. Source
directions on the horizontal plane were chosen to be exam-
ined since this covers the whole range of azimuth directions
and two alternative elevation directions, i.e., 0 °~front! and
180 ° ~rear!, in each cone of constant azimuth.

A. Procedure

A weighted noise signal~EAIJ RC-7603! was used as
the source signal to minimize the consequence of the large
high frequency discrepancy between the HRTFs of the sub-
jects and the KEMAR HRTFs used in the filter design pro-
cedure. The signal has a flat spectrum between 200 Hz and 2
kHz and gradually rolls off towards lower and higher fre-
quencies. The relative level is about22 dB at 5 kHz,25 dB
at 10 kHz,213 dB at 20 Hz and 20 kHz with respect to the
level between 200 Hz and 2 kHz. Each stimulus consisted of
a reference signal and a test signal. A reference signal was
presented at 0 ° azimuth and 0 ° elevation, i.e., directly in
front of the listener before each test signal. Both signals had
the same sound source signal with a duration of 3 s for the

FIG. 12. Monaural spectral shape in HRTFs for the ipsi-lateral~right! ear. Sound source directions are along the cone of constant azimuth~50°!. ~a! Left panel:
monaural spectral shape by real sound sources.~b! Middle panel: monaural spectral shape synthesized by the 60° transducer arrangement. The listener’s head
is displaced 40 mm laterally.~c! Right panel: monaural spectral shape synthesized by the 10° transducer arrangement. The listener’s head is displaced 40 mm
laterally.

FIG. 13. Interaural level difference~ILD ! for sound source directions on the horizontal plane.~a! Left panel: ILD produced by real sound sources.~b! Middle
panel: ILD synthesized by the 60° transducer arrangement. The listener’s head is displaced 25 mm laterally.~c! Right panel: ILD synthesized by the 10°
transducer arrangement. The listener’s head is displaced 25 mm laterally.
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reference signal and 5 s for the test signal with a gap of 3 s
in between. In order to avoid the effect of presentation order,
the order of presentation from different directions was ran-
domized. The reference stimulus not only cancelled the order
effect, but also gave subjects prior knowledge of the sound
source signal spectrum which is important for the monaural
spectral cue. Stimuli, a set of reference and test signals, were
repeated when subjects had difficulty in making a judgement.

Subjects were required to choose the closest marker to
the perceived direction of sound. The markers were placed
all around the head in the horizontal plane 1 m from the
origin of the coordinate with 10 ° intervals. The subjects
were allowed to choose more than one marker when they
perceived two or more separate directions of sound. In order
to avoid introducing dynamic cues which relate to head
movement, the subject was instructed not to move the head
or body while the stimuli were presented. However, the sub-
ject was allowed to turn his head to see markers after each
test stimulus had stopped. The subject’s head was not physi-
cally fixed but supported by a small head rest. The subject
was surrounded by a thin black curtain placed between mark-
ers and loudspeakers in order to minimize the effect of visual
information. Subjects were all European males with normal
hearing.

The loudspeakers used had a fairly flat response between
about 250 Hz and 5 kHz which gradually rolls off towards
lower and higher frequencies. The relative level at 20 kHz is
about 10 dB smaller with respect to the frequency which
gives maximum response. The characteristics of the loud-
speakers were well-matched~0.5 dB difference in amplitude
and a few degrees difference in phase response!. Difference
in responses between two loudspeakers degrades the HRTF
synthesis. When their responses are identical, their effects
become independent of virtual source directions and can be
regarded as degrading the sound source signal rather than
synthesized HRTFs. The responses of the loudspeakers of
course affect monaural cues and they also affect those asso-
ciated with the real sound sources, but they do not affect the
binaural cues. Therefore, for binaural synthesis, it is impor-
tant to use a well-matched pair of loudspeakers. The loud-
speaker pairs for different transducer arrangements were
swapped for half of the subjects with the aim of minimizing
bias errors which are induced by different responses between
the loudspeakers.

In order to minimize other factors than head misalign-
ment which affect synthesis, the experiments were carried
out in an anechoic chamber. The same data for the acoustic
pathsa and the control filter matrixX as those used in the
analysis were implemented by digital filters using a MTT
Lory Accel digital signal processing system. The output of
the digital filters were fed via an amplifier to two pairs of
loudspeakers with the same geometrical arrangements as
used in the analysis. The loudspeakers as control transducers
and as real sound sources were placed 1.4 m from the origin
of the spherical coordinate system. It is very important to
bear in mind that there is a considerable amount of variabil-
ity of the HRTFs among individuals. Inevitably, the matrixC
containing each subject’s HRTFs in this experiment is dif-
ferent from that assumed when the matrixX is designed.

This is the largest source of error when comparing the results
with the analysis. The loudspeakers, rather than the listener’s
head, were displaced in both the lateral direction and in the
fore-and-aft direction in order to achieve the displacement of
the listeners head from the optimal position. The precision of
the arrangement of the loudspeakers and listener’s head was
of the order of610 mm.

The results from the subjective experiments are pre-
sented in the following format. The area of each circle in the
figures is proportional to the number of subjects who per-
ceived the source to be in the given direction. In cases where
the subjects perceived sound sources in more than two direc-
tions, the area of the circle is distributed into those positions
in accordance with the number of directions. The dashed–
dotted line shows the position of the circles when the per-
ceived direction is the same as the presented direction. The
dotted line is in a symmetric position to the dashed–dotted
line with respect to the interaural axis. Therefore, the subjec-
tive responses due to front–back confusion fall around these
lines.

B. Real sound sources

Nine real sound sources were placed at 10° increments
at different azimuthal angles except620° and690°, and
two sources were placed at azimuth 0° with different eleva-
tions of 0° and 180°~front and rear!. Five of them were
positioned in front~elevation 0°! and four of them were po-
sitioned in the rear~elevation 180°!. Four of them were po-
sitioned to the left~negative azimuth! and five of them were
positioned to the right~positive azimuth!. The performance
with real sound sources~Fig. 14! shows the localization per-
formance of the subjects and the accuracy of the experimen-
tal procedure itself. This therefore implies the maximum pre-
cision achievable with the following experiments with
synthesized virtual sound sources. More than 60% of the

FIG. 14. Results of the subjective experiment for localizing real sound
sources. Six subjects were tested.
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responses resulted in the correct marker and more than 90%
of the responses resulted within the smallest~610°! measur-
able error with the method. The judgements are more nearly
accurate for smaller azimuth directions than for larger azi-
muth directions. The repeatability of the response is excep-
tionally good in that the responses associated with a particu-
lar direction for a particular subject almost always~more
than 95%! resulted at the same marker~even for the wrong
marker!. The accuracy can be observed best at small azimuth
directions~closer to the median plane! and deteriorates to-
wards large azimuth directions~the side of the listener!.
There are no obvious signs of confusion along the cone of
constant azimuth, i.e., front-and-back confusion. The sub-
jects reported after the experiments that the task was very
easy and did not have any ambiguity in deciding which
marker to choose.

C. Virtual sound sources

Localization experiments with binaural synthesis over
loudspeakers were first carried out with the listener’s head at
the optimal position. Sixteen virtual sound sources were
placed at 0°,620°, 640°, 660°, and680° azimuth with 0°
elevation ~front! and 0°, 620°, 640°, and670° azimuth
with 180° elevation~rear!. It was revealed that there was a
population of subjects for whom the synthesis of virtual
sound sources works reasonably well~‘‘good’’ subjects!
whereas it does not work so effectively for the rest of the
subjects~‘‘poor’’ subjects!. Figure 15 shows the localization
performance for 11 subjects when the head is at the optimal
position. The localization in azimuth is again more accurate
for smaller azimuth than larger azimuth. However, azimuth
localization error in general is much larger than the localiza-

FIG. 15. Results of the localization experiment with binaural synthesis over loudspeakers. The listener’s head is at the optimal position and orientation. 11
subjects were tested. Upper row: Responses by the subjects for whom the systems work well. Lower row: Responses by the subjects for whom the systems
do not work well. Left column: 60° transducer span. Right column: 10° transducer span.
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tion of real sound sources. Only a few front–back confusions
can be observed with the 7 ‘‘good’’ subjects. The 4 ‘‘poor’’
subjects did not localize the virtual sound sources in the rear
half of the horizontal plane correctly, and instead, localized
them around symmetric positions in the front half-plane.
Moreover, virtual sound sources at large azimuth directions
~around690° azimuth! were perceived at the offset position
systematically towards the center~smaller azimuth angle!.
Clearly, the grouping of subjects has no relation to the dif-
ferent transducer span. It also has no relation to the ability of
the subjects to localize real sound sources. Further investiga-
tion confirmed that a large disparity between each individual
and KEMAR HRTFs resulted in inaccurate synthesis of bin-
aural signals and resulted in systematic bias error for the
‘‘poor’’ subjects.30

In principle, different transducer arrangements should
not produce much difference in performance when the listen-
er’s head is at the optimal position and orientation. Never-
theless, the 10° transducer span showed slightly better per-
formance, especially for ‘‘good’’ subjects around 0° azimuth
where it showed no front–back confusion, contrary to the
considerable amount of confusions with the 60° span. Al-
though the listener’s head was supposed to be at the optimal
position and orientation in this experiment, some misalign-
ment of the head is inevitable in practice. This may have
caused the increase in front–back confusion with the 60°
transducer span. The slight unintended displacement of the
head would have probably exceeded the severe limit for the
good synthesis of spectral cues for the 60° transducer ar-
rangement~see Table III, Fig. 9!, even though the same dis-
placement may have been within the required limit for the
10° transducer arrangement. The 60° span transducer ar-
rangement has a slight advantage in azimuth localization,
which is in accord with the better control performance for the
lower frequency region observed in Figs. 9–11.

D. Head displacement

Further experiments with head displacement were car-
ried out only with the 7 ‘‘good’’ subjects. The results when
the listener’s head is displaced 50 mm to the right are shown
in Fig. 16. The subjects reported after this experiment that
the task was very difficult since sometimes they did not per-
ceive a clear direction and sometimes they perceived the
source to be at multiple directional locations. The multiple
perception may be the consequence of multiple maxima in
the interaural cross-correlation function. Discrepancy in dif-
ferent cues~e.g., ITD and ILD! could also be the cause.
Virtual sound sources presented by the 60° transducer ar-
rangement intended at 0° azimuth angle~both in front and
rear! are often perceived at 10°–20° offset direction, whereas
the virtual sources were mostly perceived in the intended
direction by the 10° arrangement. These results agree with
predicted direction by the ITD analysis where a 16° offset is
expected from the 60° arrangement but a 0° offset is ex-
pected from the 10° arrangement. This systematic shift can-
not be clearly seen at higher azimuth directions where the
random localization error is much larger. Nevertheless con-
siderable offset around640° to660° azimuth is also notice-
able for the 60° arrangement. The azimuth localisation error
is now more apparent with the 60° arrangement contrary to
the previous case when the head is at the optimal position.
More front–back confusions for the 60° arrangement than
the 10° arrangement can still be observed. Degradation of
spectral shape cues does not seem to affect the performance
very much since little increase of front–back confusion can
be observed, although some effect may have already been in
the results at the optimal head position as discussed earlier.
Another possibility is that the head displacement may not
have degraded the spectral shape very much more than the
disparity between each individual HRTFs and the KEMAR

FIG. 16. Results of the localization experiment with binaural synthesis over loudspeakers when the listener’s head is displaced 50 mm laterally~to the right!.
Seven subjects were tested. Left panel: 60° transducer span. Right panel: 10° transducer span.
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HRTFs. A slightly better performance is observed on the
side which the head is displaced to~right! for the 10° ar-
rangement, whereas the other side~left! shows better perfor-
mance for the 60° arrangement as predicted by ITD analysis.
Contrary to the poor ILD values obtained, azimuth localiza-
tion seems surprisingly accurate. Considering that the addi-
tional local maxima of the cross-correlation function start to
become larger than the original maximum around 25 mm
displacement for the 10° arrangement and much smaller dis-
placement for the 60° arrangement, the performance of azi-
muth estimation is more likely to be determined by a more
plausible local maximum than by the absolute maximum of
the interaural cross-correlation function, as discussed in the
analysis of temporal cues.

When the listener’s head is displaced 200 mm and 400
mm to the rear, the 10° span transducer arrangement showed
slightly better performance than the 60° arrangement for
both azimuth localization and front–back discrimination.
However, the difference in performance between the two
transducer arrangements are much less significant compared
to lateral displacement and has not been shown here.14

V. CONCLUSIONS

~1! In binaural synthesis over two loudspeakers, yaw,
lateral, and roll displacement results in a shift of the ITD as
well as the generation of additional local maxima in the in-
teraural cross-correlation function. Fore-and-aft, vertical, and
pitch displacement results only in the generation of addi-
tional local maxima. There is less degradation of temporal
cues for lateral, roll, yaw, and fore-and-aft displacements
when two loudspeakers are placed close together.

~2! Any displacement induces more ‘‘cross-talk’’ com-
ponents in synthesized spectra. There is less degradation of
the spectral cue for lateral, fore-and-aft, and yaw displace-
ment when two loudspeakers are placed close together.

~3! The ITD cue is the most robust to head misalignment
followed by the monaural spectral cue for the ipsi-lateral ear.
The monaural spectral cue for the contra-lateral ear is the
least robust together with binaural spectral cues~including
ILD cues!.

~4! Subjective experiments confirmed that two closely
spaced loudspeakers have an advantage in performance with
regard to the misalignment of the listener’s head. The local-
ization performance with subjective experiments were better
than those predicted with any one individual localization cue.
This suggests the importance of the combination of different
localization cues.

ACKNOWLEDGMENTS

We would like to thank Dr. Ole Kirkeby for helpful
discussions. This research was supported by Yamaha Corpo-
ration, Alpine Electronics, and Hitachi Ltd. T. Takeuchi is
supported by Kajima Corporation.

1J. Blauert,Spatial Hearing: The Psychophysics of Human Sound Local-
ization ~MIT Press, Cambridge, MA, 1997!.

2H. Mo” ller, ‘‘Fundamentals of binaural technology,’’ Appl. Acoust.36,
171–218~1992!.

3D. R. Begault,3D Sound for Virtual Reality and Multimedia~AP Profes-
sional, Cambridge, MA, 1994!.

4A. D. Blumlein, British Patent specification No. 394.324, 1958.
5M. A. Gerzon, ‘‘Ambisonics in multichannel broadcasting and video,’’ J.
Audio Eng. Soc.33, 859–871~1985!.

6A. J. Berkhout, D. de Vries, and P. Vogel, ‘‘Acoustic control by wave
field synthesis,’’ J. Acoust. Soc. Am.93, 2764–2778~1993!.

7M. R. Schroeder and B. S. Atal, ‘‘Computer simulation of sound trans-
mission in rooms,’’ IEEE Intercon. Rec.7, 150–155~1963!.

8P. Damaske, ‘‘Head-related two-channel stereophony with reproduction,’’
J. Acoust. Soc. Am.50, 1109–1115~1971!.

9H. Hamada, N. Ikeshoji, Y. Ogura, and T. Miura, ‘‘Relation between
physical characteristics of the orthostereophonic system and horizontal
plane localization,’’ J. Acoust. Soc. Jpn.~E! 6, 143–154~1985!.

10J. L. Bauck and D. H. Cooper, ‘‘Generalized transaural stereo and appli-
cations,’’ J. Acoust. Soc. Am.44, 683–705~1996!.

11P. A. Nelson, O. Kirkeby, T. Takeuchi, and H. Hamada, ‘‘Sound fields for
the production of virtual acoustic images,’’ J. Sound Vib.204, 386–396
~1997!.

12O. Kirkeby, P. A. Nelson, and H. Hamada, ‘‘Stereo dipole,’’ U.K. Patent
Application No. 9 603 236.2, 1996.

13O. Kirkeby, P. A. Nelson, and H. Hamada, ‘‘Local sound field reproduc-
tion using two closely spaced loudspeakers,’’ J. Acoust. Soc. Am.104,
1973–1981~1998!.

14T. Takeuchi, P. A. Nelson, O. Kirkeby, and H. Hamada, ‘‘Robustness of
the performance of the stereo dipole to misalignment of head position,’’
102nd AES Convention Preprint No. 4464~17!, 1997.

15P. A. Nelson, F. Orduna-Bustamante, and H. Hamada, ‘‘Inverse filter
design and equalization zones in multichannel sound reproduction,’’ IEEE
Trans. Speech Audio Process.3, 185–192~1995!.

16O. Kirkeby, P. A. Nelson, F. Orduna-Bustamante, and H. Hamada, ‘‘Local
sound field reproduction using digital signal processing,’’ J. Acoust. Soc.
Am. 100, 1584–1593~1996!.

17B. Gardner and K. Martin, ‘‘HRTF measurements of a KEMAR dummy-
head microphone,’’ MIT Media Lab Perceptual Computing-Technical Re-
port No. 280, 1994.

18T. Takeuchi, and P. A. Nelson, ‘‘Robustness of the performance of the
stereo dipole to head misalignment,’’ ISVR Technical Report No. 285,
University of Southampton, 1999.

19T. C. T. Yin and J. C. Chan, ‘‘Interaural time sensitivity in medial supe-
rior olive of cat,’’ J. Neurophysiol.64, 465–488~1990!.

20T. R. Stanford, S. Kuwada, and R. Batra, ‘‘A comparison of the interaural
time sensitivity of neurons in the inferior colliculus and thalamus of the
unanesthetized rabbit,’’ J. Neurophysiol.12, 3200–3216~1992!.

21T. N. Buell, C. Trahiotis, and L. R. Bernstein, ‘‘Lateralization of low-
frequency tones: Relative potency of gating and ongoing interaural de-
lays,’’ J. Acoust. Soc. Am.90, 3077–3085~1991!.

22L. A. Jeffress, ‘‘A place theory of sound localization,’’ J. Comput.
Physiol. Psychol.41, 35–39~1948!.

23H. S. Colburn, ‘‘Theory of binaural interaction based on auditory-nerve
data. I. General strategy and preliminary results on interaural discrimina-
tion,’’ J. Acoust. Soc. Am.54, 1458–1470~1973!.

24G. B. Hanning, ‘‘Detectability of interaural delay in high-frequency com-
plex waveforms,’’ J. Acoust. Soc. Am.55, 84–90~1974!.

25J. C. Middlebrooks and D. M. Green, ‘‘Directional dependence of inter-
aural envelope delays,’’ J. Acoust. Soc. Am.87, 2149–2162~1990!.

26R. A. Butler and R. Flannery, ‘‘The spatial attributes of stimulus fre-
quency and their role in monaural localization of sound in the horizontal
plane,’’ Percept. Psychophys.28, 449–457~1980!.

27C. Lim and R. O. Duda, ‘‘Estimating the azimuth and elevation of a sound
source from the output of a cochlea model,’’ inProceedings of the
Twenty-eighth Annual Asilomer Conference on Signals, Systems, and
Computers~IEEE, Asilomar, CA, 1994!, pp. 399–403.

28R. G. Klump and H. R. Eady, ‘‘Some measurements of interaural time
difference thresholds,’’ J. Acoust. Soc. Am.28, 859–860~1956!.

29F. L. Wightman and D. J. Kistler, ‘‘The dominant role of low-frequency
interaural time differences in sound localization,’’ J. Acoust. Soc. Am.91,
1648–1661~1992!.

30T. Takeuchi, P. A. Nelson, O. Kirkeby, and H. Hamada, ‘‘Influence of
individual head related transfer function on the performance of virtual
acoustic imaging systems,’’ 104th AES Convention Preprint 4700~1998!,
P4-3.

971 971J. Acoust. Soc. Am., Vol. 109, No. 3, March 2001 Takeuchi, Nelson, and Hamada: Virtual sound imaging systems



Implication of conservative and gyroscopic forces on vibration
and stability of an elastically tailored rotating shaft
modeled as a composite thin-walled beam

Ohseop Song and Nam-Heui Jeong
Mechanical Engineering Department, Chungnam National University, Taejon City 305-764, South Korea

Liviu Librescu
Department of Engineering Science and Mechanics, Virginia Polytechnic Institute and State University,
Blacksburg, Virginia 24061

~Received 18 October 1999; accepted for publication 4 December 2000!

Problems related with the implications of conservative and gyroscopic forces on vibration and the
stability of a circular cylindrical shaft modeled as a thin-walled composite beam and spinning with
constant angular speed about its longitudinal axis are addressed. Taking into account the
directionality property of fiber reinforced composite materials, it is shown that for a shaft featuring
flapwise-chordwise-bending coupling, a dramatic enhancement of both the vibrational and stability
behavior can be reached. In addition, the effects played in the same context by transverse shear,
rotatory inertias as well as by the various boundary conditions are discussed and pertinent
conclusions are outlined. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1348301#

PACS numbers: 43.40.At@PJR#

I. INTRODUCTION

Shaft structural systems rotating about their longitudinal
axis are employed for power transmission in aeropropulsion
systems, in helicopter drive applications, industrial machines
such as steam and gas turbines, turbogenerators, and produc-
tion lines. In addition, the cutting tools used in boring and
milling operations feature similarities in their structural mod-
eling with the shaft systems.

In order to enhance the vibrational behavior, eliminate
or even postpone the occurrence of any instability jeopardiz-
ing their normal operation, and reduce their weight, ad-
vanced structural models have to be devised. In this sense,
the integration in their construction of composite materials
systems is likely to solve, at least in good measure, the re-
quirement of improved performance of these devices~see
Ref. 1!.

In addition to their superior strength/weight and
stiffness/weight ratios, compared to their metallic counter-
parts, the directionality property featured by fiber composite
material systems can be used to elastically tailor shaft stiff-
ness properties. In such a way, new types of elastic couplings
not featured by the standard metallic structures, having ben-
eficial implications upon their response behavior, can be gen-
erated. Although belonging to the class of conservative sys-
tems, due to the presence of gyroscopic forces, the rotating
shaft can behave like a nonconservative system, in the sense
that, in some conditions, it can feature divergence and flutter
instabilities.

One of the main goals of this study is to put into evi-
dence the conditions under which such instabilities can oc-
cur, and the contribution brought about in this regard by the
gyroscopic and conservative forces. Moreover, as will be
shown, the directionality property of composite materials can
be used as to delay the occurrence of both divergence and

flutter instabilities, and to enhance the vibrational behavior
of the rotating shaft.

The governing equations used in this study incorporate a
number of nonclassical features such as transverse shear, ro-
tatory inertias, Coriolis acceleration, and the anisotropy of
the spinning structure. Keeping that in mind, a circular cross
section of the beam, proper to the shaft structure, is consid-
ered; in this case, as will be shown, both the primary and
secondary warping functions become zero-valued quantities.

It should be mentioned that problems related with the
spinning structures have been approached either in the
framework of a solid beam theory~see, e.g., Refs. 2–9!, of a
circular cylindrical shell theory~see Refs. 10–15!, and of the
thin-walled beam theory of noncircular cross-section shape
~Refs. 16 and 17!. However, to the best of the authors’
knowledge, with the exception of Refs. 16 and 17 whose
results are used herein, no other paper has yet addressed the
problems discussed within this work.

II. COORDINATE SYSTEMS AND BASIC
ASSUMPTIONS

The case of a straight untwisted flexible beam of length
L spinning along its longitudinalz-axis at a constant rateV
and subjected to the longitudinal compressive dead forceP is
considered~see Fig. 1!. Two coordinate systems, an inertial
one,OXYZ, and a body attached rotating frame of reference
Oxyz, with their common originO at the geometric center
~coinciding with the elastic center of the beam!, are consid-
ered. It is supposed that the axes of the two coordinate sys-
tems coincide only whent50 while, in the undeformed con-
figuration, the body-fixed and inertial coordinatesOzandOZ
coincide at any timet. Associated with the coordinate sys-
tems (x,y,z) and (X,Y,Z), one defines the unit vectors
~i,j ,k! and ~I ,J,K !, respectively~Fig. 2!. In addition to the
previously defined coordinate systems, a local~surface! one,
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(n,s,z), associated with the thin-walled beam, is considered.
In light of the stipulated assumptions one can represent the
spin rate vector asV5Vk([VK ) with V̇50.

The adopted structural model is that of a thin-walled
beam. In this context, the case of a single-cell thin-walled
beam of circular cross-sectional shape is considered. Toward
its modeling the following assumptions are adopted:~i! the
original cross section of the beam is preserved;~ii ! transverse
shear effects are incorporated; and~iii ! the constituent mate-
rial of the structure features anisotropic properties, and, in
this context, a special lay-up inducing flapping-lagging cou-
pling is implemented.

III. KINEMATICS

In light of the previously mentioned assumptions, and to
reduce the 3D elasticity problem to an equivalent 1D one, the
components of the displacement vector are represented as
~see, e.g., Ref. 18!

u~x,y,z;t !5u0~z;t !2yf~z;t !, ~1a!

v~x,y,z;t !5v0~z;t !1xf~z;t !, ~1b!

w~x,y,z;t !5w0~z;t !1ux~z;t !Fy~s!2n
dx

dsG
1uy~z;t !Fx~s!1n

dy

dsG
2f8~z;t !@Fv~s!1na~s!#. ~1c!

In these equationsu0(z;t), v0(z;t), w0(z;t) denote the
rigid body translations along thex,y, and z-axes, while
f(z;t) andux(z;t),uy(z,t) denote the twist about thez-axis
and rotations about thex- and y-axes, respectively. The ex-
pressions ofux anduy as well as of the geometric quantity
a(s) are

ux~z;t !5gyz~z;t !2v08~z;t !, ~2a!

uy~z;t !5gxz~z;t !2u08~z;t !, ~2b!

a~s!52y~s!
dy

ds
2x~s!

dx

ds
. ~2c!

In Eqs. ~1!, Fv(s) and na(s) play the role of primary and
secondary warping functions, respectively. For their defini-
tion see, e.g., Ref. 18. However, for thin-walled beams of
circular cross sections, having in view that

x52R sin~s/R!, ~2d!

y5R cos~s/R!, ~2e!

r n~s!5R, ~2f!

whereR is the beam radius of the mid-line cross section, it
can readily be proven that both warping quantities exactly
vanish, i.e.,

Fv~s!50, ~2g!

a~s!50. ~2h!

It is also seen that in the absence of transverse shear effects

ux~z;t !52v08~z;t !; uy~z;t !52u08~z;t !. ~3!

In these equations, as well as in those that follow, primes
denote differentiation with respect to the longitudinal
z-coordinate. The position vector of a generic point
M (x,y,z) belonging to the deformed structure is

R~x,y,z;t !5~x1u!i1~y1v !j1~z1w!k, ~4!

wherex,y, andz are the Cartesian coordinates of the points
of the continuum in its undeformed state. Recalling that the
spin rate was assumed to be constant, and using the expres-
sions for the time derivatives of unit vectors, the velocity and
acceleration of a generic point are:

Ṙ5@ u̇2V~y1v !# i1@ v̇1V~x1u!# j1ẇk, ~5a!

R̈5@ ü22V v̇2~x1u!V2# i1@ v̈12Vu̇2~y1v !V2# j

1ẅk. ~5b!

In these equations the superposed dots denote derivatives
with respect to timet.

FIG. 1. Composite thin-walled beam of a circular cross section featuring
CUS configuration.

FIG. 2. Inertial~X, Y, Z! and body fixed~x, y, z! coordinate systems.
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IV. GOVERNING EQUATION SYSTEM

Toward the goal of deriving the equations of motion of
spinning beams and the associated boundary conditions,
Hamilton’s variational principle is used. This variational
principle may be stated as

dJ5E
t0

t1F E
t
s i j de i j dt2dK2E

Vs

s> idv i dV

2E
t
rHidv i dtGdt50, ~6!

where

U5
1

2 Et
s i j e i j dt, ~7a!

K5
1

2 Et
r~Ṙ•Ṙ!dt ~7b!

denote the strain energy and the kinetic energy functions,
respectively.

In these equations,t0 and t1 denote two arbitrary in-
stants of time;dt([dn ds dz) denotes the differential vol-
ume element;s> i([s> i j nj ) denotes the prescribed components
of the stress vector on a surface element of the undeformed
body characterized by the outward normal components
ni ;Hi denotes the components of the body forces;Vs de-
notes the external area of the body over which the stresses
are prescribed;r denotes the mass density; an undertilde sign
identifies a prescribed quantity, whiled denotes the variation
operator. In Eqs.~6! and~7! the Einstein summation conven-
tion applies to repeated indices where Latin indices range
from 1 to 3. In the same equations, (v1 ,v2 ,v3)
[(u,v,w), (x1 ,x2 ,x3)[(x,y,z).

In light of Eqs. ~1!, ~4!, ~5!, ~7!, and enforcing Hamil-
ton’s conditiondv i50 at t0 ,t1 , it can readily be shown that

E
t0

t

dK dtS [2E
t0

t1
dtE

t
rR̈•dR dt D 52E

t0

t1
dtE

t
$@ ü22V v̇2V2~x1u!#du1@ v̈12Vu̇2~y1v !V2#dv1ẅdw%r dt

52E
t0

t1
dtE

t
H @ ü02yf̈22V~ v̇01xḟ !2V2~x1u02yf!#~du01ydf!

1@ v̈01xf̈12V~ u̇02yḟ !2~y1v01xf!V2#~dv01xdf!1F ẅ01S y2n
dx

dsD üx

1S x1n
dy

dsD üyGdFw01uxS y2n
dx

dsD1uyS x1n
dy

dsD2f8~Fv1na!G J dt, ~8!

where, in light of Eqs.~2g!, ~2b!, the terms underscored by a
solid line should be discarded.

To induce elastic coupling between flapwise bending
and chordwise bending, a special ply angle distribution re-
ferred to ascircumferentially uniform stiffness~CUS! con-
figuration ~see Refs. 18–20!, achieved by skewing angle
plies with respect to the longitudinal beam axis according to
the law u(y)5u(2y), andu(x)5u(2x), is implemented.
In this case, from the variational principle, Eq.~6!, the equa-
tions of motion, and the boundary conditions involving this
type of coupling are obtained. Employment of constitutive
equations and strain-displacement relationships in these
equations results in the followinggoverning equations~see
Ref. 16!:

du0 : a43ux91a44~v091uy8!2Pu09

5b1ü022b1V v̇0
– – – – – – –

2b1u0V2, ~9a!

dv0 : a52uy91a55~v091ux8!2Pv08

5b1v̈012b1Vu̇0
– – – – – –

2b1v0V2, ~9b!

duy : a22uy91a25~v091ux8!2a44~v081uy!2a43ux8

5~b51b15!üy, ~9c!

dux : a33ux91a34~v091uy8!2a55~v081ux!2a52uy8

5~b41b14!üx, ~9d!

and theboundary conditionsat z50, L:

du0 : Qx5Q
> x or u05u> 0 , ~10a!

dv0 : Qy5Q
> y or v05v> 0 , ~10b!

duy : M y5M
> y or uy5u

> y , ~10c!

dux : Mx5M
> x or ux5u

> x . ~10d!

HereinQx(z;t) andQy(z;t) denote the shear forces in thex-
andy-directions;Mx(z;t) and M y(z;t) denote the moments
about thex-and y-axis, respectively;P is the constant axial
force, positive in compression, whereas the terms under-
scored by the dotted and solid lines are associated with Co-
riolis and rotatory inertia effects, respectively. Using the
definitions of shear forces and moments,~see Refs. 16–18!,
the static version of homogeneous boundary conditions in
terms of displacement quantities reads:
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du0 : a43ux81a44~u081uy!2Pu0850, ~11a!

dv0 : a52uy81a55~v081ux!2Pv0850, ~11b!

duy : a22uy81a25~v081ux!50, ~11c!

dux : a33ux81a34~u081uy!50. ~11d!

The coefficientsai j 5aji andbi appearing in these equations
denote stiffness and reduced mass terms, respectively. Their
expressions are displayed in the Appendix. Equations~9! and
~11! reveal that in the context of ply angle configuration
considered above, in addition to the elastic couplings already
mentioned, the flapwise transverse shear is also coupled with
chordwise bending, and chordwise transverse shear is
coupled with flapwise bending. Moreover, the Coriolis accel-
eration terms induce a supplementary coupling between the
flapwise and chordwise bendings.

Separate from the abovementioned couplings, the
extension-twist coupling is induced by the same ply angle
configuration. This type of coupling is important and imple-
mented as such, e.g., in helicopter blades and tilt rotor air-
craft. However, the present study is confined to only the
problem involving the flapwise-chordwise-bending coupling.

V. TWO REPRESENTATIONS OF GOVERNING
EQUATIONS

Two complex representations of governing equations re-
lated to Case~i! and Case~ii ! are carried out.

Within Case~i!, the system of Eqs.~9! and boundary
conditions Eqs.~11! associated with the shearable rotating
shaft are used. Keeping in mind that for the circular cross-
section beam:

a225a33[A, ~12a!

a445a55[B, ~12b!

a2552a34[S, ~12c!

b41b145b51b15[C, ~12d!

where A, B, C, and S are displayed in the Appendix, and
defining the complex displacement variables

U5u01 iv0 ; ~13a!

Q5uy1 iux , ~ i 5A21! ~13b!

the governing equations can be cast in a complex form as:

BU91BQ81 iSQ92b1Ü22ib1VU̇
– – – – – – –

1b1UV250,
~14a!

AQ92BU82BQ2 iS~U91Q8!2 iSQ2CQ̈50,
~14b!

while the homogeneous boundary conditions atz50,L read:

B~U81Q!1 iSQ50 or U50, ~15a!

AQ82 iS~U81Q!50 or U850. ~15b!

It is readily seen that the stiffness quantitiesB andS couple
the two governing equations. Solutions of the eigenvalue
problem based on this complex representation can be found,
e.g., in Refs. 6, 7, and 8.

Case~ii ! involves the nonshear deformable beam model.
In this case, elimination from Eqs.~9! and~11! of the quan-
tities a44(u091uy8) and a55(v091ux8), an operation followed
by consideration of Eq.~3! stating the absence of transverse
shear, results in the governing equations:

du0 : a22u0991Pu091b1ü02~b51b15!ü09

22b1V v̇0
– – – – – –

2b1u0V250, ~16a!

dv0 : a33v0991Pv091b1v̈02~b41b14!v̇09

12b1Vu̇0
– – – – – –

2b1v0V250, ~16b!

and of the boundary conditions. Their homogeneous counter-
part is:

a22u0-1Pu082~b51b15!ü0850 or u050, ~17a!

a33v0-1Pv082~b41b14!v̈0850 or v050, ~17b!

a22u0950 or u0850, ~17c!

a33v0950 or v0850. ~17d!

It should be remarked that the governing equations of shear-
able thin-walled beams Eqs.~9!, and their nonshear deform-
able counterparts, Eqs.~16!, exhibit the same order~eight!,
and as such, in both cases, four boundary conditions have to
be prescribed at each end,z50,L, of the beam. Equations
~16! reveal that, in this special case, the coupling arises only
via the Coriolis acceleration effect. In its absence both equa-
tions would be decoupled. However, when this effect is ac-
counted for, upon defining the complex displacement vari-
ableU([u01 iv0), the governing equation system becomes

AU991b1Ü2CÜ91PU92b1V2U12ib1VU̇
– – – – – – –

50,
~18!

whereas the homogeneous boundary conditions reduce to

AU-1PU82CÜ850 or U50, ~19a!

AU950 or U850. ~19b!

In this case, in order to study the associated eigenvalue prob-
lem, a modal analysis can be implemented.

VI. THE EIGENVALUE PROBLEM OF GYROSCOPIC
SYSTEMS

For the cases described by Eqs.~9!–~11!, the modal
analysis fails to provide a solution to the associated eigen-
problem. In contrast to this, in order to find an approximate
solution to this problem, assuming synchronous motions, the
generalized displacements are represented in the form

~u0~z,t !,v0~z,t !,ux~z,t !,uy~z,t !!

5~U~z!,V~z!,X~z!,Y~z!!eivt, ~20a!

where v is the complex eigenfrequency, while the spatial
parts are represented as
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~U~z!,V~z!,X~z!,Y~z!!

5(
j 51

N

~ajuj~z!,bjv j~z!,cjxj~z!,djyj~z!!, ~20b!

where uj (z), v j (z), xj (z), and yj (z) are trial functions
which have to fulfil all of the kinematic boundary conditions,
whereas

BT5@a1 ,a2¯aN ,b1 ,b2¯bN ,c1 ,c2¯cN ,d1 ,d2 ,¯dN#

~20c!

is a constant vector.
Replacement of the representations in Eqs.~20! in the

Hamilton’s functional, Eq.~6!, carrying out the indicated
variations and the required integrations with respect to the
spanwisez-coordinateand timet, and dividing through by
eivt, the system of governing equations is cast in matrix
form as

dBT@2v2MN1 ivGN1KN#B50. ~21!

HereinMN , GN , andKN are (2N32N) matrices,MN being
symmetric positive definite,GN skew symmetric, andKN

symmetric. Since contributions from the external compres-
sive load and centrifugal forces are included inKN , its posi-
tive definiteness, positive, semidefiniteness, or negative defi-
niteness cannot be posulatedab initio.

Equation ~21! provides the following characteristic
equation:

DN~v!5det@2v2MN1 ivGN1KN#50, ~22!

from whichv can be obtained. IfKN is positive definite and
GNÞ0, the eigenvalues occur as 2N pure imaginary complex
conjugate pairsl r56 iv r (r 51,2N), wherev r is thewhirl-
ing frequency~see Ref. 21!.

For the fixed compressive load, the minimum spin rate
at which the whirl frequency becomes zero valued corre-
sponds to the critical spining speed, denoted asVcr . Con-
versely, for the fixed spin rate, the minimum compressive
load for which one of the rootsv j becomes zero corresponds
to the critical compressive loadPcr . The instabilities de-
scribed above are of the divergence type. In general, the
condition of divergence is obtained by takingv50 in Eq.
~22!, which yields the equation

DN~P,V2!50. ~23!

This equation supplies the divergence instability boundary.
On the other hand, combinations of compressive load and
spin rate yielding two eigenfrequencies to coalesce constitute
a flutter condition. Increasing either of these two parameters
beyond the value of the load or spin rate corresponding to the
flutter boundary results in complex conjugate eigenvalues,
and correspondingly, to bending oscillations with exponen-
tially increasing amplitudes. In the numerical simulations the
occurrence of divergence and flutter instabilities will be ana-
lyzed for the following three cases of boundary conditions:

~a! Clamped atz50: u05v05uy5ux50,
~24!

Free atz5L: Qx5Qy5Mx5M y50,

~b! Simply supported at bothz50,L:
u05v05Mx5My50, ~25!

~c! Clamped at both z50,L: u05v05ux5uy50.
~26!

VII. NUMERICAL SIMULATIONS

In Figs. 3–5, pictorial representations of the variation of
natural frequenciesv̄ i([v i /v̂) versus the spin speedV̄
([V/v̂) for selected ply angles and various boundary con-
ditions, and for the case of the unloaded beam, are displayed.
The normalizing factorv̂5138.85 rad/s is the fundamental
frequency of the nonspinning beam counterpart, character-
ized by u50° and P50. The material of the beam is
graphite-epoxy whose elastic characteristics are

E15303106 psi~20.6831010 N/m2!;

E25E350.753106 psi~5.173109 N/m2!,

FIG. 3. Variation of upper and lower whirl frequencies with spin speedV̄

for selected values of the ply-angle@P̄50, boundary conditions~a!#.

FIG. 4. Counterpart of Fig. 3 for the case of boundary conditions~b!.
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G1250.453106 psi~3.103109 N/m2!;

G235G1350.373106 psi~2.553109 N/m2!;

n215n3150.006 25; n3250.25;

r50.000 143 lb s2/in4~1528.15 kg/m3!.

Concerning the beam geometrical characteristics, these
are: r 55 in. (0.127 m), L580 in. (2.023 m), and h

50.4 in. (0.38131023 m). ForV̄50, i.e., in the case of the
absence of gyroscopic effects, it is seen that the system is
characterized, for eachu, by a single fundamental frequency.
With the increase of the ply angleu, an increase of nonro-
tating natural frequencies is obtained. This trend is attributed
to the increase of bending stiffnessesa225a33([A) associ-
ated with the increase ofu ~see, e.g., Ref. 22!. As soon as the
rotation starts, a fact which is accompanied by the generation
of gyroscopic forces, a bifurcation of natural frequencies is
experienced. This reverts to the conclusion that due the effect
of the gyroscopic Coriolis force, two distinct frequency
branches of free bending vibration are produced. The mini-
mum spin rate at which the lowest rotating natural frequency
becomes zero valued is called the critical spinning speed,
denoted asV̄cr , which corresponds to the divergence insta-
bility. Throughout these results it becomes apparent that at
each ply angle there is a specific critical spinning speed and
that the minimum and maximum ones occur foru50° and
u590°, respectively.

The results of these figures also reveal that, for boundary
conditions labeled~a!, both the critical spinning speed and
the eigenfrequencies are, for the same ply angle, larger than
those corresponding to boundary conditions~b! and ~c!,
those corresponding to~c! being the least ones. Moreover,
Fig. 3 reveals that, for boundary conditions~a!, the increase
of the ply angle yields a strong and continuous increase of
both divergence spin speedV̄cr and of eigenfrequenciesv̄ i .
However, for boundary conditions~b! and ~c!, the results

recorded in Figs. 4 and 5 reveal that, beyond the ply angle,
u'75°, much smaller increases of the divergence rotating
speed and eigenfrequencies are reached.

Figures 6–9 depict the variation of the upper and lower
frequency branches for the boundary conditions~a!, and for
selected values of the spin rateV̄ versus the increase of the
dimensionless axial loadP̄([PL2/â22), whereâ2251.1787
3108 lb in.2 is the bending stiffness corresponding to the ply
angleu50. For V̄50, the two frequency branches collapse
into a single one. Each of these plots is depicted for a spe-
cific value of the ply angle. The results reveal that, for each
value ofV̄, as the axial compressive load increases, the as-
sociated eigenfrequency pairs decrease, and for a specific
value ofP̄ these approach the value of zero. The correspond-
ing value ofP̄ yielding the frequencies to vanish constitutes

FIG. 6. Variation of upper and lower whirling frequencies with an increase
of axial compressive load, for selected values of the spin speed@u50°,
boundary conditions~a!#.

FIG. 7. Counterpart of Fig. 6 foru530°.

FIG. 5. Counterpart of Figs. 3 and 4 for the case of boundary conditions~c!.
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the critical axial compressive load~buckling load!. This loss
of stability is by divergence. The results of these plots reveal,
that for a certain value of the ply angle, the critical axial
load, P̄cr , corresponding toV̄50 constitutes an upper
bound, in the sense that forV̄Þ0 the critical compressive
loads diminish with increasingV̄.

However, a closer inspection of the region where the
divergence occurs reveals that, for a slightly lower value of
the compressive load and forV̄.0, the lower and upper
lowest eigenfrequencies become complex conjugate. As a
result, for V̄.0 and the compressive load slightly lower
than that corresponding to the divergence instability, the in-
stability by flutter is experienced. A similar trend was also
reported in Ref. 23, where the study was accomplished via
the finite element method.

The same plots also reveal that the increase of the ply
angle results in a remarkable increase of the critical axial
load. However, the same plots show that with the increase of
the ply angle, the critical axial compressive load becomes

less and less sensitive to the increase ofV̄. Figures 10–13
display the counterparts of Figs. 6–9, but generated for
boundary conditions~b! and ~c!, respectively. For these
cases, a reduction of the sensitivity of the variation of the
buckling load with the spin rate is experienced. This trend
becomes more and more prominent in the case of boundary
conditions ~b! and ~c!. It should be noticed that, in all of
these cases, the tremendous beneficial influence played by
the increase of the ply angle toward the increase of the buck-
ling load is remarked.

In Figs. 14–16, stability plots of the spinning system in
the V̄2 P̄ plane for the three cases of boundary conditions
~a!, ~b!, and ~c! are displayed. In these plotsS denotes the
region of stability,D denotes the divergence boundary, while
F that of the flutter instability. ForV̄ andP̄ equal to zero,v i

2

are real and positive and the system is stable. With the in-
crease ofV̄ and/or P̄, instabilities by divergence or flutter
may occur. Due to the fact that the system is conservative,

FIG. 8. Counterpart of Fig. 7 foru545°.

FIG. 9. Counterpart of Fig. 8 foru575°.

FIG. 10. Variation of upper and lower whirling frequencies with an increase
of axial compressive load for selected values of the spin speed@u50°,
boundary conditions~b!#.

FIG. 11. Counterpart of Fig. 10 foru545°.
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initial instability will always be of a divergence type, char-
acterized byv i

250. The locus of such points in the plane
V̄2 P̄ defines the divergence instability boundary. The plots
reveal that in the planeV̄2 P̄ the instability boundary sepa-
rates two stable regions, or in other words, divergence occurs
only on this boundary, without the existence ofregionsof
divergence instability. In all of these plots, the results reveal
that the increase of the ply angle yields a considerable in-
crease of the stability domains. Similar conclusions can be
formulated in connection with the implications of boundary
conditions, in the sense that as the boundary conditions
change from type~a! to types~b! and~c!, dramatic increases
of the stability domains are experienced. The domain of sta-
bility adjacent to the divergence instability boundary and on
the right-hand side reveals that the gyroscopic effects, in-
creasing withV̄, contribute to the increase of the stability
domain. On the same plots the flutter boundary correspond-

ing to conditions involvingV̄ andP̄ yielding coalescence of
two frequenciesv j

2 is depicted. The results reveal that for
specified ply angle and boundary conditions, the flutter
boundary consists of slightly curved lines emerging at values
of P̄ slightly lower thanP̄div , and at spin ratesV̄.0, where
P̄div is the buckling load obtained atV̄50. To have a better
view of the flutter and divergence instabilities which appear
in a very restrained region of the variation ofV̄ andP̄, Table
I displays the trend of variation of the instability boundaries
with that ofu andV̄, for boundary conditions~a!. The flutter
instability domain lies at the right of the curved lineP̄
5 P̄flutter and for anyV̄.0. This result coincides with that
qualitatively obtained in Refs. 24, 25, with that reported in
Ref. 16, and is consistent with that emerging from Figs. 6–
13. However, when the rotatory inertia terms are ignored, in
contrast to the abovementioned trend, the flutter boundary
does not involve the dependence onV̄ and, as a result, in

FIG. 12. Variation of upper and lower whirling frequencies with an increase
of axial compressive load, for selected values of the spin speed@u50°,
boundary conditions~c!#.

FIG. 13. Counterpart of Fig. 12 foru545°.

FIG. 14. Stability plot in theV̄2 P̄ plane displaying the domains of stabil-
ity, divergence instability boundary, and flutter for selected values of the ply
angle@boundary conditions~a!#.

FIG. 15. Counterpart of Fig. 14 for boundary conditions~b!.
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that case the flutter boundary degenerates in a straight line
P̄5 P̄div , parallel to theV̄-axis. Such a trend was reported in
Refs. 16 and 26.

Finally, in Fig. 17 the effects of transverse shear on the
instability boundaries are highlighted. The results reveal that,
in the absence of transverse shear effect, i.e, when the struc-
ture is unshearable, a significant increase of the stability do-
main is obtained as compared to the case when transverse
shear effect is accounted for. As a result we can say that the
classical ~i.e., unshearable! structural model inadvertently
overestimates the capacity of the rotating shaft to operate
without the occurrence of the divergence and flutter instabili-
ties.

VIII. CONCLUSIONS

A study devoted to the vibrational and stability behavior
of spinning circular shafts modeled as thin-walled beams
was presented, and the implications played by the conserva-
tive and gyroscopic forces on their instability behavior have
been emphasized. As shown, in the conditions described in
the paper, the rotating shaft can experience instabilities by
flutter and divergence. Among others, the results reveal that
structural tailoring can be successfully employed to enhance
their behavior by increasing the spinning speed, and by shift-
ing the domains of divergence and flutter instability toward
larger spin rates. The implications of a number of effects,

such as that of transverse shear upon the stability of the
gyroscopic system, have been emphasized. In this context it
was shown that discarding transverse shear effect results in
an overestimation of the capacity of the system to operate
safely, without the occurrence of flutter and divergence in-
stabilities.

Finally, the effects of various boundary conditions on
the variation of eigenfrequencies and stability of the system
with the spin rate and axial load have been put into evidence.

APPENDIX

Expressions of stiffness quantitiesai j (5aji ) and re-
duced mass terms for a cross-section circular shaft:

a225a335pR2FK111
2

R
K141K44G[A,

a445a555p@K221A44#[B,

a2552a3452p@RK122K24#[S,

b41b145b51b155p@m0R21m2#[C.

Herein

K115A222A12
2 /A11; K145B222 ~A12B12/A11! ,

K125A262A12A16/A115K21,

K445D222B12
2 /A11,

K225A662A16
2 /A11,

K245B262A16B12/A115K42,

where Ai j , Bi j , and Ci j denote the local stretching, cou-
pling, and bending stiffness components, respectively.

In addition, the mass termsm0 andm2 are expressed as

~m0 ,m2!5 (
k51

N E
h~k21!

h~k!

r~k!~1,n2!dn.

FIG. 16. Counterpart of Figs. 14 and 15 for boundary conditions~c!.
FIG. 17. Effect of transverse shear on the stability boundaries of the rotating
shaft @boundary conditions~a!; u590°#.

TABLE I. Stability boundaries for selected values of the ply angle. Bound-
ary conditions~a! and rotatory inertia effects included.

V̄

u50° u545° u590°

P̄div P̄flutter P̄div P̄flutter P̄div P̄flutter

0 2.444 - 4.056 - 71.44 -
1 - 2.421 1.713 4.033 69.19 71.43
2 - 2.353 - 3.965 62.02 71.39
3 - 2.238 - 3.852 48.61 71.33
4 - 2.078 - 3.692 26.90 71.24
5 - 1.872 - 3.488 - 71.13
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A new method for true and spurious eigensolutions of arbitrary
cavities using the combined Helmholtz exterior integral
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Integral equation methods have been widely used to solve interior eigenproblems and exterior
acoustic problems~radiation and scattering!. It was recently found that the real-part boundary
element method~BEM! for the interior problem results in spurious eigensolutions if the singular
~UT! or the hypersingular~LM ! equation is used alone. The real-part BEM results in spurious
solutions for interior problems in a similar way that the singular integral equation~UT method!
results in fictitious solutions for the exterior problem. To solve this problem, a Combined Helmholtz
Exterior integral Equation Formulation method~CHEEF! is proposed. Based on the CHEEF
method, the spurious solutions can be filtered out if additional constraints from the exterior points
are chosen carefully. Finally, two examples for the eigensolutions of circular and rectangular
cavities are considered. The optimum numbers and proper positions for selecting the points in the
exterior domain are analytically studied. Also, numerical experiments were designed to verify the
analytical results. It is worth pointing out that the nodal line of radiation mode of a circle can be
rotated due to symmetry, while the nodal line of the rectangular is on a fixed position. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1349187#

PACS numbers: 43.40.At@PJR#

I. INTRODUCTION

Acoustic problems are generally modeled using the
wave equation, which is transient, or by the Helmholtz equa-
tion, which is time harmonic. While the solution to the origi-
nal boundary value problem in the domain exterior to the
boundary is perfectly unique for all wave numbers, this is not
the case for the corresponding integral equation formulation,
which breaks down at certain frequencies known as irregular
frequencies or fictitious frequencies. This problem is com-
pletely nonphysical because there are no eigenvalues for the
exterior problems. Schenck1 proposed a Combined Helm-
holtz Interior integral Equation Formulation~CHIEF!
method, which is easy to implement and is efficient but still
has some drawbacks. A review article by Benthien and
Schenck2 is referenced. In the case of a fictitious frequency,
the resulting coefficient matrix for the exterior acoustic prob-
lems becomes singular or ill-conditioned. This means that
the boundary integral equations are not linearly independent
and the matrix is rank deficient. In order to determine a
unique solution, additional constraints for the system of
equations are required. The missing constraints or equations
can be found by applying the integral equation on a number
of points located outside of the domain of interest. When
these equations are added to the system of equations, we
have an overdetermined system of equations which can be

solved in a least-squares sense. Schenck1 introduced this
method and proved that the resulting solution is unique. But,
how can we decide where to place the interior points effi-
ciently and how many numbers of extra equations are
needed? When an interior point is placed on the node of the
associated interior nodes in CHIEF, it will not add an effec-
tive constraint to the system of equations, i.e., the extra equa-
tion is not linearly independent. For a general geometry,
these nodal lines are not knowna priori and this has been
one of the difficulties of this method. Particularly, the prob-
lem becomes worse for the high frequency range. Wuet al.3

introduced a method called CHIEF-block, in which the inte-
rior integral equation is satisfied in a weighted residual sense
over a small region, called blocks, instead of discrete points.
Since the interior eigensolutions cannot have a nodal block,
this technique is effective. Juhl4 and Poulin5 proposed the
CHIEF method in conjunction with the singular value de-
composition~SVD! technique. This method is easy and effi-
cient and produces a unique solution for the exterior prob-
lem.

For interior problems, eigensolutions are often encoun-
tered not only in vibration problems but also in acoustics.
Since exact solutions are not always available, numerical
methods are needed. Based on the complex-valued boundary
element method~BEM!,6 the eigenvalues and eigenmodes
can be determined. Nevertheless, complex computation is
time consuming and not simple. To avoid complex compu-
tation, Nowak and Neves7 proposed a multiple reciprocity
method ~MRM! in real-domain computation only. Tai and

a!Author to whom correspondence should be addressed; electronic mail:
jtchen@mail.ntou.edu.tw
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Shaw8 employed only real-part kernels to solve the eigen-
problem. A simplified method using only the real-part or
imaginary-part kernel was also presented by De Mey.9 Al-
though De Mey found that the zeros for a real-part determi-
nant may be different from those for an imaginary-part de-
terminant, the spurious solutions are not discovered if only a
real-part formulation is employed. For a membrane vibration
problem, Hutchinson10 also employed real-part kernels to
solve the membrane vibration. He found the spurious modes
and proposed a filtering-out technique by examining the
modal shapes. However, this technique may fail in some
cases discussed by Chenet al.11–13 This method using only
the real-part BEM was later found to be equivalent to the
multiple reciprocity method~MRM! if the zeroth-order fun-
damental solution in the MRM is properly chosen.13 Chen
and Wong14 found that the MRM also results in spurious
eigensolutions for one-dimensional examples. Numerical ex-
periments using only the real-part kernels15 were performed
for a two-dimensional case. The spurious solutions in
MRM16–18 and real-part BEM19 were filtered out using the
SVD technique. The relations among the conventional
MRM, complete MRM, real-part BEM, and complex-valued
BEM were discussed by Chen.13 It is obvious that one ad-
vantage of using only the real-part kernels is that real-valued
computation is considered instead of complex-valued com-
putation as used in the complex-valued BEM. Another ben-
efit is that the lengthy derivation for the MRM can be
avoided. However, two drawbacks of the real formulation
have been found to be the occurrence of spurious eigenval-
ues as mentioned in Refs. 14–16 and 19, and the failure
when it is applied to problems with a degenerate boundary.
To deal with those two problems, the framework of a real-
part dual BEM was constructed to filter out the spurious
eigenvalues and to avoid the nonunique solution for prob-
lems with a degenerate boundary at the same time. As for the
latter problem, the dual formulation20 is a key step method to
solve the problems with a degenerate boundary. As for the
former problem, the reason why spurious eigenvalues occur
in the MRM or the real-part BEM is the loss of the con-
straints in the imaginary part, which was investigated by
Yieh et al.21 The smaller number of constraint equations
makes the solution space larger. The spurious eigensolutions
can be filtered out using many alternatives: e.g., the
complex-valued formulation, the domain partition
technique,22 and the dual formulation in conjunction with
SVD.11,16–18Using the dual MRM or the real-part dual BEM,
spurious eigenvalues can be filtered out by checking the resi-
due between the singular and hypersingular equations.14,23

Both the dual MRM method16 and the real-part dual BEM19

in conjunction with the SVD technique must calculate a 4N
by 2N matrix, where 2N is the number of elements. In the
series of work by Chen’s group,16,19,24 the multiplicity for
true eigenvalues was also determined. By employing the
present CHEEF method, the missing constraints can be
found again by applying the integral equations on a number
of points located in the exterior domain. It is necessary to
determine a matrix with only dimension (2N11) by 2N or
(2N12) by 2N for CHEEF instead of 4N32N in dual for-
mulation.

In this study, we employed the CHEEF BEM to filter out
the spurious solutions for two-dimensional interior acoustic
problems. The corresponding relationship between the
CHIEF and CHEEF methods will be discussed. The opti-
mum number and position for the interior points will be stud-
ied analytically and verified numerically. After assembling
the CHEEF equations, an SVD technique is employed to
determine the eigenvalues, multiplicity, and boundary
modes. The boundary modes can be extracted easily from the
right unitary matrix in SVD. Two examples for circular and
rectangular domains with the Dirichlet boundary conditions
are demonstrated to check the validity of the proposed
method analytically and numerically.

II. REVIEW OF THE CHIEF METHOD FOR A TWO-
DIMENSIONAL EXTERIOR ACOUSTIC PROBLEM
USING THE SINGULAR INTEGRAL FORMULATION

Consider an acoustic problem which has the following
governing equation:

¹2u~x!1k2u~x!50, xPD, ~1!

whereD is the domain of interest, as shown in Fig. 1,x is the
domain point,u is the acoustic pressure, andk is the wave
number defined by the angular frequency divided by the
sound speed. The boundary conditions are shown as follows:

u~x!5ū, xPB, ~2!

whereB denotes the boundary enclosingD.
The acoustic field can be described using the following

integral equation:25

2pu~x!5E
B
T~s,x!u~s!dB~s!

2E
B
U~s,x!

]u~s!

]ns
dB~s!, xPD, ~3!

whereT(s,x) is defined using

T~s,x![
]U~s,x!

]ns
, ~4!

in which ns represents the outnormal direction at points on
the boundary andU(s,x) is the fundamental solution which
satisfies

¹2U~x,s!1k2U~x,s!5d~x2s!, xPD, ~5!

FIG. 1. The definitions of the exterior domain.
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where d(x2s) is the Dirac delta function. By moving the
field pointx in Eq. ~3! to the smooth boundary, the boundary
integral equation for the boundary point can be obtained as
follows:

pu~x!5C.P.V.E
B
T~s,x!u~s!dB~s!

2R.P.V.E
B
U~s,x!

]u~s!

]ns
dB~s!, xPB, ~6!

where C.P.V. is the Cauchy principal value and R.P.V. is the
Riemann principal value. By moving the pointx from the
exterior domain (De) to the interior domain (Di), the bound-
ary integral equation for the interior point can be obtained as
follows:

05E
B
T~s,x!u~s!dB~s!2E

B
U~s,x!

]u~s!

]ns
dB~s!, xPDi .

~7!

After Eq. ~7! is added to Eq.~6!, we can produce an overde-
termined system of equations.

By discretizing the boundaryB into the boundary ele-
ments in Eq.~6!, we have the algebraic system as follows:

p$u%5@T#$u%2@U#$t%, ~8!

where t5]u(s)/]ns, and the@U# and @T# matrices are the
corresponding influence coefficient matrices resulting from
theU andT kernels, respectively. The detailed derivation can
be found in Refs. 15 and 23. Equation~8! can be rewritten as

@ T̄#$u%5@U#$t%, ~9!

where @ T̄#5@T#2p@ I #. For simplicity, the Dirichlet radia-
tion problem, i.e.,$u%5ū is considered in Eq.~9!. Therefore,
we obtain the following equation:

@U#$t%5@ T̄#$ū%. ~10!

We can rewrite the singular equations as follows:

@UB~k!#2N32N$t%2N315$q1%2N31 , ~11!

where the superscriptB denotes the boundary, and$q1%
5@ T̄#$ū% and 2N is the number of boundary elements. Simi-
larly, discretization of Eq.~7! can have

@UI~k!#a32N$t%2N315$q2%a31 , ~12!

where $q2%5@T#$ū%, subscripta indicates the number of
additional interior points and the number of selected points
a>1, and superscriptI denotes the interior domain. We can
merge the two matrices in Eqs.~11! and ~12! together to
obtain an overdetermined system

@C~k!# (2N1a)32N$u%2N315$q%(2N1a)31 , ~13!

where$q% is assembled by$q1% and$q2%, the@C(k)# matrix
is composed by the@UB# and@UI # matrices as shown below

@C~k!# (2N1a)32N5FUB~k!

UI~k!
G ~14!

for the Dirichlet problem. Therefore, an over-determined

system is obtained to ensure a unique solution. Similarly, we
can extend the Dirichlet problem to the Neumann problem.

III. REVIEW OF THE REAL-PART DUAL BEM FOR A
TWO-DIMENSIONAL INTERIOR ACOUSTIC
PROBLEM

According to the findings by Yeihet al.21 and Kamiya
et al.,26 the series forms of the kernels in the MRM are no
more than the real parts of the closed-form kernels in the
complex-valued BEM. The closed-form kernels for the real-
part of BEM are shown below

U~s,x!5
pY0~kr !

2
, ~15!

T~s,x!5
kp

2
Y1~kr !

yini

r
, ~16!

whereYn(kr) denotes the second-order kind Bessel function
with order n, ni denote theith components of the normal
vectors ats, andyi5si2xi .

In order to filter out the spurious eigenvalues, Chen and
Wong14 developed the dual method by taking the normal
derivative of the first equation@Eq. ~3!#. The second equation
of the dual boundary integral equation for the domain pointx
can be derived as follows:

2p
]u~x!

]nx
5E

B
M ~s,x!u~s!dB~s!

2E
B
L~s,x!

]u~s!

]ns
dB~s!, xPD, ~17!

whereD is the domain of interest as shown in Fig. 2, and

L~s,x![
]U~s,x!

]nx
, ~18!

M ~s,x![
]2U~s,x!

]nx]ns
, ~19!

in which nx represents the outnormal direction at pointx. For
the real-part BEM, the closed forms for theL andM kernels
are shown below

L~s,x!5
2kp

2
Y1~kr !

yi n̄i

r
, ~20!

FIG. 2. The definitions of interior domain.
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M ~s,x!5
kp

2 H 2k
Y2~kr !

r 2
yiyjni n̄j1

Y1~kr !

r
ni n̄iJ .

~21!

By moving the field pointx in Eq. ~17! to the smooth bound-
ary, the boundary integral equations for the boundary point
can be obtained as follows:

p
]u~x!

]nx
5H.P.V.E

B
M ~s,x!u~s!dB~s!

2C.P.V.E
B
L~s,x!

]u~s!

]ns
dB~s!, xPB, ~22!

where H.P.V. is the Hadamard~Mangler! principal value. By
moving the interior pointx to the exterior domain, the
boundary integral equations for the exterior point can be ob-
tained as follows:

05E
B
M ~s,x!u~s!dB~s!2E

B
L~s,x!

]u~s!

]ns
dB~s!, xPDe.

~23!

By discretizing the boundaryB into boundary elements in
Eq. ~6! and Eq.~22!, we have the dual algebraic system as
follows:

p$u%5@T#$u%2@U#$t%, ~24!

p$t%5@M #$u%2@L#$t%, ~25!

where the@U#, @T#, @L#, and @M# matrices are the corre-
sponding influence coefficient matrices resulting from the
U, T, L, and M kernels, respectively. Equation~24! and
Eq. ~25! can be rewritten as

@ T̄#$u%5@U#$t%, ~26!

@ L̄#$t%5@M #$u%, ~27!

where@ T̄#5@T#2p@ I # and @ L̄#5@L#1p@ I #. For the Neu-
mann problem, the eigenequation obtained from the UT and
LM equations in Eqs.~26! and ~27! can be rewritten as

@ T̄~k!#2N32N$u%2N315$0%, ~28!

@M ~k!#2N32N$u%2N315$0%. ~29!

By employing the real-part dual BEM, we merge the two
matrices in Eqs.~28! and ~29! together to obtain an overde-
termined system

@A~k!#4N32N$u%2N315$0%, ~30!

where the@A(k)# matrix is assembled by the@ T̄# and @M#
matrices as shown below:

@A~k!#4N32N5F T̄~k!

M ~k!
G ~31!

for the Neumann problem. Also, an overdetermined system
is obtained. Similarly, we can extend the Neumann problem
to the Dirichlet problem. To distinguish spurious eigenval-
ues, we can use the SVD technique.16–19 Using the real-part
dual BEM, spurious eigenvalues can be filtered out. The
main advantage of this method is that it can solve problems

in the real domain. However, the dimension of@A# is 4N by
2N. To reduce the dimension, the CHEEF method is pro-
posed in the following section.

IV. THE CHEEF METHOD FOR AN INTERIOR TWO-
DIMENSIONAL ACOUSTIC PROBLEM IN
CONJUNCTION WITH SVD TECHNIQUE

Based on the concept of the CHIEF method, we extend
the CHIEF for exterior problems to the CHEEF method for
interior problems. Since only the real-part formulation
~MRM or real-part BEM! is of concern, one approach to
obtaining enough constraints for the eigenequation instead of
obtaining the imaginary part of the complex-valued formula-
tion is to derive additional equations on exterior points. This
method is similar to the CHIEF method. For simplicity, we
will deal with the Dirichlet problem. Therefore, we can ob-
tain the following equation:

@U~k!#$t%5$0%. ~32!

Now, we present a more efficient way to filter out spurious
eigenvalues which can avoid determining the spurious
boundary mode in advance. We can rewrite the singular
equation and additional equations by collocating on the ex-
terior points, as follows:

@UB~k!#2N32N$t%2N315$0%, ~33!

@UE~k!#a32N$t%2N315$0%, ~34!

where the number of selected pointsa>1 andE denote the
exterior domain, respectively. To filter out spurious eigenval-
ues using the SVD technique, we can merge the two matrices
in Eqs. ~33! and ~34! together to obtain an overdetermined
system

@G~k!# (2N1a)32N$t%2N315$0%, ~35!

where the@G(k)# matrix with dimension (2N1a) by 2N
instead of 4N by 2N in Eq. ~30!, is derived from the@UB# an
additional@UE# matrix as shown below

@G~k!# (2N1a)32N5FUB~k!

UE~k!
G

(2N1a)32N

~36!

for the Dirichlet problem.
Even though the@G(k)# matrix has dependent rows re-

sulting from the degenerate boundary, the SVD technique
can still be employed to find all the true eigenvalues since
enough constraints are imbedded in the overdetermined ma-
trix, @G(k)#. As for the true eigenvalues, the rank of the
@G(k)# matrix with dimension (2N1a) by 2N must be at
most 2N21 to have a nontrivial solution. As for the spuri-
ous eigenvalues, the rank must be 2N to obtain a trivial
solution. Based on this criterion, the SVD technique can be
employed to detect the true eigenvalues by checking whether
or not the first minimum singular value,s1 , is zero. Since
discretization creates errors, very small values fors1 , but
not exactly zeros, will be obtained whenk is near the critical
wave number. In order to avoid determining the threshold for
the zero numerically, a value ofs1 closer to zero must be
obtained using a smaller increment near the critical wave
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number,k. Such a value is confirmed to be a true eigenvalue.
For the true eigenvalues with multiplicity of 2, we can con-
sider the eigenvalues which makes250 ands150 at the
samek value.

Since Eq.~36! is overdetemined, we will consider a lin-
ear algebra problem with more equations than unknowns

@A#m3n$x%n315$b%m31 , m.n, ~37!

where m is the number of equations,n is the number of
unknowns, and@A# is the leading matrix, which can be de-
composed into

@A#m3n5@U#m3m@S#m3n@V#n3n* , ~38!

where @U# is a left unitary matrix constructed by the left
singular vectors (u1 ,u2 ,u3 , . . . ,um), @S# is a diagonal ma-
trix which has singular valuess1 ,s2 , . . . , andsn allocated
in a diagonal line as

@S#5F sn ••• 0

A � A

0 ••• s1

0 ••• 0

0 ••• 0

G , m.n, ~39!

in which sn>sn21•••>s1 and@V#* is the complex conju-
gate transpose of a right unitary matrix constructed by the
right singular vectors (v1 ,v2 ,v3 , . . . ,vm). As we can see in
Eq. ~39!, there exist at mostn nonzero singular values. This
means that we can find at mostn linear independent equa-
tions in the system of equations. If we havep zero singular
values (0<p<n), this means that the rank of the system of
equations is equal ton2p. However, the singular value may
be very close to zero numerically, resulting in rank defi-
ciency. For a general eigenproblem as shown in this paper,
the@G(k)# matrix with dimension (2N1a) by 2N will have
a rank of 2N21 for the true eigenvalue with multiplicity 1
ands150, theoretically. For the true eigenvalues with mul-
tiplicity Q, the rank of@G(k)# will be reduced to 2N2Q in
which s1 ,s2 , . . . , andsQ are zeros, theoretically. In other
words, the matrix has a nullity ofQ. In the case of spurious
eigenvalues, the rank for the@G(k)# matrix is 2N, and the
minimum singular value is not zero. Determining the eigen-
values of the system of equations has now been transformed
into finding the values ofk which make the rank of the lead-
ing coefficient matrix smaller than 2N. This means that
whenm52N1a,n52N andb(2N1a)3150, the eigenvalues
will make p>1, such that the minimum singular values must
be zero or very close to zero. Since we have employed the
SVD technique to filter out the spurious eigenvalues, we can
obtain the boundary mode by extracting the right unitary
vector in SVD.

According to the definition of SVD, we have

@A#vp5spup , p51,2,3, . . . ,n, ~40!

whereu andv are the left and right unitary vectors, respec-
tively. By choosing theqth zero singular value,sq , and
substituting theqth right eigenvector,vq , into Eq. ~40!, we
have

@A#vq50uq50, q51,2,3. . . ,Q. ~41!

According to Eq. ~41!, the nontrivial boundary mode is
found to be the column vector ofvq in the right unitary
matrix.

When we take all of the 2N1a equations into account,
these apparently cause the rank of the leading coefficient
matrix to be equal to 2N21 for the true eigenvalue with
multiplicity 1. The boundary modes can be obtained from the
@V# matrix in Eq. ~38! using SVD. Another advantage for
using SVD is that it can determine the multiplicities for the
true eigenvalues by finding the number of successive zeros in
the singular values.

V. ANALYTICAL STUDY OF THE FAILURE POINTS IN
THE CHEEF METHOD

In Refs. 27–29, the real-partU kernel can be expanded
into

U~s,x!5
p

2
Y0~kr !5

p

2
Y0~kAR21r222Rr cosu!, ~42!

wherex5(r,f) ands5(R,u), r, r, R, andu are shown in
Fig. 3. Sincex ands are on the boundaries of radiusr andR,
respectively,U(s,x) can be expanded into degenerate form
as follows:

U~s,x!55 U~u,0!5 (
n52`

n5`
p

2
Yn~kR!Jn~kr!cos~nu!, R.r,

U~u,0!5 (
n52`

n5`
p

2
Yn~kr!Jn~kR!cos~nu!, R,r,

~43!

where the source points and field pointx(f50) in the two-
point function is separated andJn(kr) is thenth order Bessel
function of the first kind. Equation~43! can also be obtained
through the addition theorem for the Hankel function. By
superimposing 2N constant source distribution$ t̄ % along the
fictitious boundary with radiusR and collocating the 2N
points on the boundary with radiusr, we have

FIG. 3. The definitions ofr, u, R, andr.
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@U#$ t̄ %5F a0 a1 a2 ••• a2N22 a2N21

a2N21 a0 a1 ••• a2N23 a2N22

a2N22 a2N21 a0 ••• a2N24 a2N23

A A A � A A

a1 a2 a3 ••• a2N21 a0

G
35

t̄ 0

t̄ 1

t̄ 2

A

t̄ 2N21

6 5$0% ~44!

for the Dirichlet problem, wheret̄ j is the fictitious density of
single layer potential distributed on the boundary with radius
R, and @U# is the influence matrix with the elements shown
below

am5E
~m21/2!Du

~m11/2!Du
U~u,0!R du'U~um,0!RDu,

m50,1,2, . . . ,2N21, ~45!

whereDu5 2p/2N andum5mDu.
The matrix @U# in Eq. ~44! is found to be a circulant

since rotation the symmetry for the influence coefficients is
considered. By introducing the following bases for the circu-
lants I ,C2N

1 ,C2N
2 , . . . ,C2N

2N21 , we can expand@U# into

@U#5a0I 1a1C2N
1 1a2C2N

2 1•••1a2N21C2N
2N21, ~46!

whereI is a unit matrix and

C2N5F 0 1 0 ••• 0 0

0 0 1 ••• 0 0

A A A � A A

0 0 0 ••• 0 1

1 0 0 ••• 0 0

G
2N32N

. ~47!

Based on the theory of circulants,30 the spectral properties
for the influence matrices,U, can be easily found as follows:

l l5a01a1a l1a2a l
21•••1a2N21a l

2N21 ,

l 50,61,62, . . . ,6~N21!,N , ~48!

where l l and a l are the eigenvalues for@U# and @C2N#,
respectively. It is easily found that the eigenvalues for the
circulants@C2N# are the roots forz2N51 as shown below

an5ei ~2pn/2N!,

n50,61,62,•••,6~N21!,N

or n50,1,2, . . . ,2N21, ~49!

and the eigenvectors are

$fn%55
1

an

an
2

an
3

A

an
2N21

6 . ~50!

Substituting Eq.~49! into Eq. ~48!, we have

l l5 (
m50

2N21

ama l
m5 (

m50

2N21

amei ~2p/2N! ml

l 50,61,62,•••,6~N21!,N. ~51!

According to the definition foram in Eq. ~45!, we have

am5a2N2m , m50,1,2, . . . ,2N21. ~52!

Substituting Eq.~52! into Eq. ~51!, we have

l l5a01~21! laN1 (
m51

N21

~a l
m1a l

2N2m!am

5 (
m50

2N21

cos~mlDu!am . ~53!

Substituting Eq.~45! into Eq. ~53!, we have

l l' (
m50

2N21

cos~mlDu!U~mDu,0!RDu

5E
0

2p

cos~ lu!U~u,0!R du, ~54!

asN approaches infinity. Equation~54! reduces to

l l5E
0

2p

cos~ lu! (
m52`

`
p

2
Ym~kR!Jm~kr!cosmuR du

5p2RYl~kR!Jl~kr!. ~55!

Since the wave numberk is imbedded in each element of the
@U# matrix, the eigenvalues for@U# are also functions ofk.
Finding the eigenvalues for the Helmholtz equation or find-
ing the zeros for the determinant of@U# is equal to finding
the zeros for the multiplication of all of the eigenvalues of
@U#. Based on the following equation:

FIG. 4. One sample point.
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det@U#5l0lN~l1l2•••lN21!~l21l22•••l2(N21)!,
~56!

the possible eigenvalues~true or spurious! occur at

Yl~kR!Jl~kr!50, l 50,61,62,•••,6~N21!,N.
~57!

Thek values satisfying Eq.~57! may be spurious eigenvalue
or true eigenvalue. Here, we adopted the CHIEF method
concept to filter out the spurious eigenvalues.

If we adopt one exterior point (r 1 ,f1), wherer 1.r as
shown in Fig. 4, we have

05E
B
U~s,x!t~s!dB~s!5@w1

T#$t%, ~58!

where@w1
T#5(w1

1 ,w1
2 ,w1

3 , . . . ,w1
2N) is the row vector of the

influence matrix by collocating the exterior pointx1 . Com-
bining Eq. ~44! and Eq.~58!, we obtain an overdetermined
system

F U~k!

w1
T~k!G $t%5$0%, ~59!

where$t%5$1,einDu,ein2Du, . . . ,ein(2N21)Du%T.
The additional constraint@w1

T#$t%50 provide the dis-
criminant,n, to be

n5@w1
T#$t%5p2r 1Yn~kr1!Jn~kr!einf150. ~60!

For the single spurious eigenvaluesk0,m
s , we haveY0(k0,m

s )
50, where the superscripts denotes the spurious eigenvalues
andk0,m denotes themth zeros for theY0 function @zeros of
the Bessel function forJn(k) andYn(k) are shown in Table
I#. If the selected exterior point (r 1 ,f1), satisfies

k0,m
s r 15k0,p ~m,p!, ~61!

wherek0,p denotes thepth zeros for theY0 function, then the
spurious eigenvaluesk0,m

s , cannot be filtered out. For the
double spurious eigenvalueskn,m

s , we haveYn(kn,m
s )50, n

.0. If the selected exterior point (r 1 ,f1), satisfies

kn,m
s r 15kn,p ~m,p!, ~62!

then the spurious eigenvalueskn,m
s , cannot be filtered out.

The possible failure positions forr 1 are shown in Table II.
When the spurious eigenvalues are double roots, rank re-
duces by 2. One point provides at most one constraint. One
point cannot filter out the double spurious roots, so an addi-
tional independent equation is required by adding one more
point.

If we adopt another exterior point (r 2 ,f2) with a radial
distancer 2.r as shown in Fig. 5, and combine with Eq.
~59!, we have

F U~k!

w1
T~k!

w2
T~k!

G $t%5$0% , ~63!

where@w2
T#5(w2

1 ,w2
2 ,w2

3 , . . .w2
2N) is the row vector of the

influence matrix by collocating the exterior pointx2 . When
the spurious eigenvalues are double roots, we have

Fw1
T~k!

w2
T~k!G $t%5Fw1

T

w2
TG $at11bt2%5Fw1

Tt1 w1
Tt2

w2
Tt1 w2

Tt2G H a

bJ ,

~64!

where $t1%5$1,einDu,ein2Du, . . . ,ein(2N21)Du%T and $t2%
5$1,e2 inDu,e2 in2Du, . . . ,e2 in(2N21)Du%T are two indepen-
dent boundary modes,a andb are two constants, and

w1
Tt1

T5p2r 1Yn~kr1!Jn~kr!einf1,

w1
Tt2

T5p2r 1Yn~kr1!Jn~kr!e2 inf1,

w2
Tt1

T5p2r 2Yn~kr2!Jn~kr!einf2,

w2
Tt2

T5p2r 2Yn~kr2!Jn~kr!e2 inf2.

Since the spurious double roots make the rank less than 2,
the additional two points must provide independent con-
straints, as follows:

Fp2r 1Yn~kr1!Jn~kr!einf1 p2r 1Yn~kr1!Jn~kr!e2 inf1

p2r 2Yn~kr2!Jn~kr!einf2 p2r 2Yn~kr2!Jn~kr!e2 inf2GFa

bG50. ~65!

TABLE I. Zeros of Bessel function forJn(k) andYn(k).

1 2 3 4 5

J0(k)50 2.404 8 5.520 1 8.653 7 11.791 5 14.930 9
J1(k)50 3.831 71 7.015 59 10.173 46 13.323 7 16.4706
J2(k)50 5.135 6 8.417 2 11.619 8 14.796 0 17.959 8
J3(k)50 6.380 16 9.760 12 13.015 2 16.223 46 19.409 41
J4(k)50 7.588 34 11.064 7 14.372 5 17.616 0 20.826 9
J5(k)50 8.771 48 12.338 6 15.700 2 18.980 1 22.217 8

Y0(k)50 0.893 58 3.957 68 7.086 05 10.222 34 13.361 10
Y1(k)50 2.197 14 5.429 68 8.596 01 11.749 15 14.897 44
Y2(k)50 3.384 24 6.793 81 10.023 48 13.209 99 16.378 97
Y3(k)50 4.527 02 8.097 75 11.396 47 14.623 07 17.818 45
Y4(k)50 5.645 15 9.361 62 12.730 1 15.999 6 19.224 4
Y5(k)50 6.747 18 10.597 2 14.033 8 17.347 1 20.602 9
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If they are dependent, we have

n5detUp2r 1Yn~kr1!Jn~kr!einf1 p2r 1Yn~kr1!Jn~kr!e2 inf1

p2r 2Yn~kr2!Jn~kr!einf2 p2r 2Yn~kr2!Jn~kr!e2 inf2U
5r 1r 2Yn~kr1!Yn~kr2!Jn~kr!Jn~kr!~ein(f12f2)2e2 in(f12f2)!5 i2r 1r 2Yn~kr1!Yn~kr2!Jn~kr!Jn~kr!sin~nf!50,

~66!

wheref5f12f2 indicates the intersecting angle between
the two exterior points. The discriminantn indicates

~1! If the two points with the intersection anglef produce
sin(nf)5sin(p)50, i.e., f5 p/n, we will fail to filter
out the double spurious roots forYn , n>1.

~2! If the two points produceYn(kr1)50 or Yn(kr2)50,
n51,2,3, . . . , then we will fail to filter out the double
spurious root ofYn .

~3! No more than two points are needed if the points are
properly chosen.

For the Neumann problem

@T#$ū%5F b0 b1 b2 ••• b2N22 b2N21

b2N21 b0 b1 ••• b2N23 b2N22

b2N22 b2N21 b0 ••• b2N24 b2N23

A A A � A A

b1 b2 b3 ••• b2N21 b0

G
35

ū0

ū1

ū2

A

ū2N21

6 50, ~67!

where ū j is the fictitious density of single layer potential
distributed on the boundary with radiusR, and the boundary
mode for$ū% is

$ū%5$1,einDu,ein2Du,•••,ein~2N21!Du%T ~68!

wheren denotes thenth boundary mode. The matrix@T# is
the influence matrix with the elements shown below

bm5E
~m21/2!Du

~m11/2!Du
T~u,0!R du'T~um ,0!RDu,

m50,1,2, . . . ,2N21, ~69!FIG. 5. Two sample points.

TABLE II. The failure points with difference radial circular.

Failure
point

Y0,1 3.96/0.8954.429 7.09/0.8957.97 10.22/0.89511.48 13.36/0.89515.01
Y0,2 7.09/3.9651.79 10.22/3.9652.58 13.36/3.9653.37
Y0,3 10.22/7.0951.44 13.36/7.0951.88
Y1,1 5.43/2.252.47 8.6/2.253.91 11.75/2.255.34 14.9/2.256.77
Y1,2 8.6/5.4351.58 11.75/5.4352.16 14.9/5.4352.74
Y1,3 11.75/8.651.37 14.9/8.651.73
Y2,1 6.79/3.3852.007 10.02/3.3852.96 13.21/3.3853.91 16.38/3.3854.85
Y2,2 10.02/6.7951.48 13.21/6.7951.94 16.38/6.7952.41
Y2,3 13.21/10.0251.32 16.38/10.0251.63
Y3,1 8.1/4.5351.79 11.4/4.5352.52 14.62/4.5353.23 17.82/4.5353.93
Y3,2 11.4/8.151.41 14.62/8.151.80 17.82/8.152.2
Y3,3 14.62/11.451.28 17.82/11.451.56
Y4,1 9.36/5.6451.66 12.73/5.6452.26 16/5.6452.84 19.22/5.6453.41
Y4,2 12.73/9.3651.36 16.0/9.3651.71 19.22/9.3652.05
Y4,3 16.0/12.7351.26 19.22/12.7351.51
Y5,1 10.6/6.7551.57 14.03/6.7552.08 17.35/6.7552.57 20.6/6.7553.05
Y5,2 14.03/10.651.32 17.35/10.651.64 20.6/10.651.94
Y5,3 17.35/14.0351.24 20.6/14.0351.47
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whereDu5 2p/2N andum5mDu, T(s,x) can be expanded
into

T~s,x!5T~u,0!

5 (
n52`

`
p

2
Yn~kR!Jn8~kr!cos~nu!, R.r. ~70!

The matrix@T# in Eq. ~67! is a circulant since rotation sym-
metry for the influence coefficients are considered. We can
expand@T# into

@T#5b0I 1b1C2N
1 1b2C2N

2 1•••1b2N21C2N
2N21. ~71!

Based on the theory of circulants, the spectral properties
for the influence matrix,@T#, can be found as follows:

m l5b01b1a l1b2a l
21•••1b2N21a l

2N21 ,

l 50,61,62,•••,6~N21!,N , ~72!

where m l and a l are the eigenvalues for@T# and @C2N#,
respectively.

We have

m l5 (
m50

2N21

bma l
m

5 (
m50

2N21

bmei ~2p/2N! ml,

l 50,61,62,•••,6~N21!,N. ~73!

FIG. 6. The first and second minimum singular valuess1 ands2 vs k of a
circular using the real-part UT equation subject to Dirichlet boundary con-
ditions and boundary mesh.

FIG. 7. One sample pointx1(1.5,0), s1 vs k using the real-part UT equa-
tion.

FIG. 8. One sample pointx1(4.429,0), s1 vs k using the real-part UT
equation.
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According to the definition forbm in Eq. ~69!, we have

bm5b2N2m , m50,1,2, . . . ,2N21. ~74!

Substituting Eq.~74! into Eq. ~73!, we have

m l5b01~21! lbN1 (
m51

N21

~a l
m1a l

2N2m!bm

5 (
m50

2N21

cos~mlDu!bm . ~75!

Substituting Eq.~69! into Eq. ~75!, we have

m l' (
m50

2N21

cos~mlDu!T~mDu,0!RDu

5E
0

2p

cos~ lu!T~u,0!R du, ~76!

asN approaches infinity. Equation~76! reduces to

m l5E
0

2p

cos~ lu! (
m52`

`
p

2
Ym~kR!Jm8 ~kr!cosmuR du

5p2RYl~kR!Jl8~kr!. ~77!

FIG. 9. The spurious eigenvalue radiation mode of a circular cavity for the
Dirichlet problem withks50.894.

FIG. 10. Two sample pointsx1(1.5,0) andx2(1.5,p/2), s1 vs k using the
real-part UT equation.

FIG. 11. The spurious eigenvalue radiation mode of a circular cavity for the
Dirichlet problem withks53.384.

FIG. 12. Two sample pointsx1(1.5,0) andx2(1.5,p), s1 vs k using the
real-part UT equation.
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Since the wave numberk is imbedded in each element of the
@T# matrix, the eigenvalues for@T# are also a function ofk.
Finding the eigenvalues for the Helmholtz equation or find-
ing the zeros for the determinant of@T# is equal to finding the
zeros for multiplication of all the eigenvalues of@T#. Based
on the following equation:

det@T#5m0mN~m1m2•••mN21!~m21m22•••m2(N21)!, ~78!

the possible eigenvalues~true or spurious! occur at

Yl~kR!Jl8~kr!50, l 50,61,62,•••,6~N21!,N. ~79!

The values satisfying Eq.~79! may be spurious eigenvalues
or true eigenvalues. Similarly, we adopted the same method
to filter out the spurious eigenvalues.

If we adopt one exterior point (r 1 ,f1), wherer 1.r as
shown in Fig. 4, for exterior point

05E
B
T~s,x!t~s!dB~s!5@v1

T#$u%, ~80!

where@v1
T#5(v1

1 ,v1
2 ,v1

3 , . . . ,v1
2N) is the row vector of the

influence matrix by collocating the exterior pointx1 . Com-

FIG. 13. Three sample pointsx1(1.5,0),x2(1.5,p/2), andx3(1.5,p), s1 vs
k using the real-part UT equation.

FIG. 14. Four sample pointsx1(1.5,0), x2(1.5,p/2), x3(1.5,p), and
x4(1.5,3p/2), vsk using the real-part UT equation.

FIG. 15. Two sample pointsx1(2.007,p/4) andx2(1.4,0),s1 vs k using the
real-part UT equation.

FIG. 16. Two sample pointsx1(1.5,0) andx2(1.5,p/4), s1 vs k using the
real-part.
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bining Eq. ~67! and Eq.~80!, we obtain an overdeterminate
system

F T~k!

v1
T~k!G $u%5$0%, ~81!

where$u%5$1,einDu,ein2Du, . . . ,ein(2N21)Du%T.
The additional constraint@v1

T#$u%50 provides the dis-
criminant,n, to be

n5@v1
T#$u%5p2r 1Yn~kr1!Jn8~kr!einf150. ~82!

It is similar to Eq.~60!, it can filter out a single root only.
If we adopt another exterior point (r 2 ,f2) with a radial

distancer 2.r as shown in Fig. 5, and combine with Eq.
~81!, we have

F T~k!

v1
T~k!

v2
T~k!

G $u%5$0%, ~83!

where@v2
T#5(v2

1 ,v2
2 ,v2

3 , . . . ,v2
2N) is the row vector of the

influence matrix by collocating the exterior pointx2 . When
the spurious eigenvalues are double roots, we have

FIG. 17. The true eigenvalue radiation mode of a circular cavity for the
Dirichlet problem withkT52.405.

FIG. 18. The true eigenvalue radiation mode of a circular cavity for the
Dirichlet problem withkT53.832.

FIG. 19. The first and second minimum singular valuess1 ands2 vs k of a
rectangle using the real-part UT equation subject to Dirichlet boundary con-
ditions with size 2 m31 m.
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F v1
T~k!

v2
T~k!G $u%5F v1

T

v2
TG $au11bu2%5F v1

Tu1 v1
Tu2

v2
Tu1 v2

Tu2G H a

bJ ,

~84!

where $u1%5$1,einDu,ein2Du, . . . ,ein(2N21)Du%T and $u2%
5$1,e2 inDu,e2 in2Du, . . . ,e2 in(2N21)Du%T are two indepen-
dent boundary modes,a andb are constants, and

v1
Tu1

T5p2r 1Yn~kr1!Jn8~kr!einf1,

v1
Tu2

T5p2r 1Yn~kr1!Jn8~kr!e2 inf1,

v2
Tu1

T5p2r 2Yn~kr2!Jn8~kr!einf2,

v2
Tu2

T5p2r 2Yn~kr2!Jn8~kr!e2 inf2.

Since the spurious double roots make the rank less than 2,
the additional two points must provide independent con-
straints, as follows

F p2r 1Yn~kr1!Jn8~kr!einf1 p2r 1Yn~kr1!Jn8~kr!e2 inf1

p2r 2Yn~kr2!Jn8~kr!einf2 p2r 2Yn~kr2!Jn8~kr!e2 inf2G
3Fa

bG50. ~85!

If they are dependent, we have

FIG. 20. One sample pointx1(1.0,20.25), s1 vs k using the real-part UT
equation.

FIG. 21. The spurious eigenvalue radiation mode of a rectangle for the
Dirichlet problem withks52.23.

FIG. 22. The spurious eigenvalue radiation mode of a rectangle for the
Dirichlet problem withks54.02.

FIG. 23. One sample pointx1(0.25,20.25), s1 vs k using the real-part UT
equation.
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n5detUp2r 1Yn~kr1!Jn8~kr!einf1 p2r 1Yn~kr1!Jn8~kr!e2 inf1

p2r 2Yn~kr2!Jn8~kr!einf2 p2r 2Yn~kr2!Jn8~kr!e2 inf2U
5r 1r 2Yn~kr1!Yn~kr2!Jn8~kr!Jn8~kr!~ein(f12f2)2e2 in(f12f2)!5r 1r 2Yn~kr1!Yn~kr2!Jn8~kr!Jn8~kr!2i sin~nf!50,

~86!

wheref5f12f2 indicates the intersecting angle between
the two exterior points. Similarly, the discriminantn can
justify whether the selected point is effective or not. It can
filter out a double root. It was found that the spurious eigen-
values of an interior problem are dependent on the chosen
method, i.e., singular integral equation results in the spurious
eigenvalues atYn(kr)50, and independent of boundary con-
dition ~Dirichlet or Neumann!.

VI. NUMERICAL EXAMPLES

For the numerical experiment, we considered a circular
cavity with radius 1 m subjected to the Dirichlet boundary
condition to check the validity of the CHEEF method. Fur-
thermore, in order to extend to the general geometry problem
using the CHEEF method, we used a rectangular cavity sub-
jected to the Dirichlet boundary condition to demonstrate the
generality.

Sixty elements were adopted in the boundary element
mesh for a circular domain. Figure 6 shows the first mini-
mum singular value,s1 , vs k where the true and spurious
eigenvalues are obtained if only real-part UT is used. In the
range of 0,k,5, we have two true eigenvalues@J0,1(2.405)
andJ1,1(3.832)] and five spurious eigenvalues@Y0,1(0.894),
Y1,1(2.197), Y2,1(3.384), Y0,2(3.958), andY3,1(4.527)].11

Figure 6 also indicates the second minimum singular value,
s2 , vs k where the true and spurious double roots can be

obtained, whens1 ands2 are both zeros at the samek value.
Figure 7 showss1 vs k by additionally considering Eq.~58!
for collocating one exterior point,x1 , with radiusr 151.5 m,
f150. This treatment can filter out the spurious roots ofY0,1

andY0,2 as expected in the analytical derivation. If the col-
locating exterior point is located at the circular boundary
with radius r 15k0,2/k0,153.590/0.89454.429 as described
in Eq. ~61!, which is on the nodal line of the radiation mode
of Y0,1, then the spurious eigenvalue ofY0,1 cannot be fil-
tered out as shown in Fig. 8. The spurious radiation mode of
Y0,1 is shown in Fig. 9.

If the additional two pointsx1(r 151.5,f150) and
x2(r 251.5,f25p/2) with intersecting angle off5 p/2 are
selected, then the spurious root ofY2,1 cannot be filtered out
as shown in Fig. 10, since sin 2f50. The spurious radiation
mode ofY2,1 is shown in Fig. 11. Similarly, in both positions
x1 andx2 with intersecting anglep, only the spurious eigen-
value Y0,1 and Y0,2 can be filtered out as shown in Fig. 12.
Figure 13 and Fig. 14 are the results by adopting three
@(x1(r 151.5,f150), x2(r 251.5,f25p/2), x3(r 351.5,f3

5p)] and four @(x1(r 151.5,f150), x2(r 251.5,f2

5p/2), x3(r 351.5,f35p), x4(r 451.5,f453p/2)] exte-
rior points with different intersecting angles, respectively. It
is very obvious that the results of Figs. 13 and 14 are the
same as those of Fig. 10. This represents that the additional
exterior points with intersecting anglep provide dependent
equations. At the same time, if the additional exterior points,

FIG. 24. Two sample pointsx1(1.0,20.25) andx2(1.0,1.25),s1 vs k using
the real-part UT equation.

FIG. 25. Two sample pointsx1(0.3,20.3) andx2(2.1,1.3),s1 vs k using
the real-part UT equation.
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one pointx1 with r 15k2,2/k2,156.794/3.38452.007 as de-
scribed in Eq.~62! and f15p/4 and another pointx2 with
r 251.4 andf250, are both chosen, then the spurious roots
can be filtered out, exceptY2,1 as illustrated in Fig. 15. Fig-
ure 16 indicates that if the additional two exterior points
x1(r 151.5,f150) and x2(r 251.5,f25p/4) are carefully
chosen, then all the spurious eigenvalues can be filtered out.
It is interesting to find that the potential distribution is not
trivial for the spurious eigenvalues; however, the potential
distribution in the exterior domain for a true case is trivial, as
shown in Fig. 17@J0,1(2.405)# and Fig. 18@J1,1(3.832)#.
The dotted lines in the radiation modes represent the nodal
lines. The radius of these nodal lines match the data in Table
II. Table II also shows that most of spurious eigenvalues
with low frequencies can be filtered out efficiently by select-

ing the points in the region of 1,r ,1.24, since the density
of nodal lines in that area is low.

A rectangular cavity with lengtha52 m and widthb
51 m subjected to the Dirichlet boundary condition is dem-
onstrated to see the validity for a problem with general ge-
ometry. Sixty elements in the BEM mesh were adopted. Fig-
ure 19 indicates the first and second minimum singular
values,s1 ands2 vs k, where the true and spurious, single
and double eigenvalues can be obtained. In the range of 0
,k,6, we have three true eigenvalues~3.51, 4.44, and 5.66!
and six spurious eigenvalues@1.05, 2.23, 3.37, 3.57, 4.02,
and 4.98 ~double root!#. If the additional exterior point
x1(x151.0,y1520.25) is chosen, then the spurious roots
can be filtered out except for the double spurious eigenvalue
~4.98! and some single spurious eigenvalues~2.23, 4.02!,
where the selected points are on the nodal line as illustrated
in Fig. 20. The spurious radiation modes ofk52.23 andk
54.02 are shown in Fig. 21 and Fig. 22. Figure 23 shows
that if one additional exterior pointx1(x150.25,y1

520.25) is chosen, then the spurious eigenvalues can be
filtered out except for the double spurious eigenvaluek
54.98. Figure 24 shows that if the additional two exterior
pointsx1(x151.0,y1520.25) andx2(x251.0,y251.25) are
both chosen, then some spurious eigenvalues~2.23, 4.02, and
4.98! cannot be filtered out, since the additional exterior
points are on the nodal line of the spurious radiation modes.
If the additional two exterior pointsx1(x150.3,y1520.3),
x2(x250.21,y251.3) are chosen, then all the spurious eigen-
values can be filtered out as illustrated in Fig. 25. At the
same time, we know that the spurious eigenvalue ofk
54.98 is a spurious eigenvalue with multiplicity 2, because
one additional exterior point cannot work well. The two ra-
diation modes of the spurious eigenvalue 4.98 are shown in
Figs. 26~a! and ~b!. From these radiation mode figures, it is
shown that if the additional exterior points are close to the
boundary and are not located on a special position, such as
on the nodal lines ofx5a/n or y5b/n (nPN), then the
spurious eigenvalues can be filtered out efficiently. It is wor-
thy to point out that the nodal lines of radiation mode for a
circle can be rotated, since a circle has the property of rota-
tion symmetry. However, the nodal lines of radiation modes
for a rectangle cannot be rotated.

VII. CONCLUSIONS

The CHEEF method in conjunction with the SVD tech-
nique was applied to determine the true and spurious eigen-
values of circular and rectangle cavities subjected to the Di-
richlet boundary conditions. The relationship between the
CHIEF and CHEEF methods was summarized in Table III.
The failure cases in selecting the exterior points for circular
and rectangle cavities were studied analytically and demon-
strated numerically. If the additional points are properly cho-
sen, there are no more than two points required. The true
eigenvalues obtained by the CHEEF method match very well
with the exact solutions. It is very worthy to point out that
the nodal line of radiation mode for a circle can be rotated
due to its symmetry, whereas the nodal line of radiation

FIG. 26. ~a! The spurious double root of the first radiation mode of a
rectangle for the Dirichlet problem withks54.98. ~b! The spurious double
root of the second radiation mode of a rectangle for the Dirichlet problem
with ks54.98.
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mode of rectangle is on a fixed position. The multiplicity was
also examined. The CHEEF method can reduce memory
storage and computation time in comparison with the real-
part dual BEM.
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Modeling vibrational energy transmission at bolted junctions
between a plate and a stiffening rib
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An analytical model is presented for structure-borne sound transmission at a bolted junction in a
rib-stiffened plate structure. The model is based on the wave approach for junctions of semi-infinite
plates and calculates coupling loss factors required by statistical energy analysis. The stiffening rib
is modeled as a plate strip and the junction is represented by an elastic interlayer with a spatially
dependent stiffness. Experimental verification is carried out on a series of Plexiglas plate structures
with varying rib depth and bolt spacing. A well-defined connection length at the junction was
created by inserting thin spacers between the plate and the rib at each bolt. Comparison between
numerical and experimental data for this case showed good agreement. Measured results for the
bolted junction without spacers suggested that structure-borne sound transmission could be modeled
as a series of connections characterized by a finite connection length. This concept is explored
further by determining an equivalent connection length which gives the best agreement between
numerical and experimental data. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1344162#
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I. INTRODUCTION

The application of statistical energy analysis1 ~SEA! for
predicting the vibro-acoustic response of complex structures
requires accurate models for structure-borne sound transmis-
sion at junctions between plates and beams. In SEA, cou-
pling loss factors quantify the energy flow between coupled
plates and are usually calculated by modeling the interaction
of plane waves at a junction of corresponding semi-infinite
plates. This wave approach has been developed primarily for
line connections between semi-infinite plates and infinite
beams. In automotive, aerospace and lightweight building
structures, many plate junctions are created using rivets, spot
weldings, bolts, screws, or nails. These junctions generally
behave as line connections as long as the wavelengths in the
plate are large compared to the fastener spacing. At high
frequencies, the plate and rib surfaces between the fastening
points do not move in phase, and the junction acts as an array
of local connections rather than as a line connection.

This paper investigates structure-borne sound transmis-
sion at a bolted junction between a plate and a rib. This type
of junction is commonly applied in walls and floors in light-
weight building structures, and a thorough understanding of
the dynamic behavior of these junctions is necessary for
studying the effects of flanking transmission. The main ob-
jective of this paper is to investigate whether a bolted junc-
tion should be modeled by considering an equivalent connec-
tion length between the connected elements in the vicinity of
each fastener. For this purpose, an analytical prediction
model must provide an accurate and unified mathematical
description of the boundary conditions applicable to the
complete frequency range of interest.

An overview of existing methods to predict structure-
borne sound transmission is now given. Calculation models
predicting structure-borne sound transmission between plates

have been published by several authors and the complexity
of the modeled junctions has increased considerably over the
last two decades. Structure-borne sound transmission at a
variety of plate and beam junctions has been studied by Cre-
mer et al.2 for the cases of normal and random incidence.
Low frequency approximations were derived for the normal
incidence bending wave transmission loss at corner, tee, and
cross junctions. The more complicated case including con-
version between bending and in-plane waves has been
treated for a corner junction. Apart from rigid connections,
Cremer’s work included junctions with elastic interlayers as
well as plate/beam junctions.

Kihlman3 derived closed form expressions for bending
and in-plane wave transmission at symmetric cross-
junctions. The symmetry of the junctions simplified the
analysis significantly, since in-plane waves are generated
only in the plates perpendicular to the excited plate. More
general cases of corner, tee, and cross junctions including
bending, quasi-longitudinal, and transverse waves were
solved several years later. Wo¨hle et al.4,5 modeled a junction
of semi-infinite plates rigidly attached to a massless beam.
Cravenet al.6 and Gibbset al.7 developed a similar calcula-
tion model but their approach used a different formulation of
the boundary conditions and included the internal loss of the
plate material.

Junctions of elastically connected plates are traditionally
modeled by introducing a spring element between the con-
nected plates.2,4,5 This approach has been applied by Craik
and Osipov8 when modeling structure-borne sound transmis-
sion involving elastically supported walls in buildings and is
satisfactory when interlayer thickness is small with respect to
the wavelengths in the interlayer. Mees and Vermeir9 im-
proved applicability by treating the elastic layer as a wave
supporting medium.
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With respect to the properties of the connected plates,
most of the authors adopted thin plate theory to describe the
bending response and considered junctions of isotropic
plates. McCollumet al.10 used thick plate theory to model
bending and in-plane wave transmission at a corner junction.
Bosmanset al.11 developed a model for junctions of thin
orthotropic plates and discussed its application in the context
of an SEA calculation scheme.

Bending wave transmission between plates connected by
a common beam has been investigated by Cremeret al.2

Steel12 applied a more extensive theory to predict flanking
transmission in framed buildings. The analysis included all
wave types and the description of the dynamic behavior of
the beam allowed for a springlike deformation of the beam
cross-section. Langleyet al.13 adopted a ‘‘wave dynamic
stiffness’’ approach for modeling vibration transmission at
plate/beam junctions. The latter approach is applicable to
beams with solid cross-sections and to thin walled beam el-
ements with closed or open cross-sections. Later, Heron14

treated a thin walled beam as an assembly of individual plate
strips and modeled their interconnection using a wave line
impedance method. A similar plate strip formulation was
used by Bosmanset al.15 for predicting structure-borne
sound transmission across a line connected stiffening rib in
an orthotropic plate. Craiket al.16 applied a plate strip model
to predict vibration transmission between the leafs of light-
weight walls.

Most of the models published in literature were devel-
oped for plates connected along a line. Structure-borne sound
transmission between point connected plates has traditionally
been modeled using the modal approach in SEA.1 Craik
et al.16 used this to model point connections between a beam
and two parallel plates. In this approach, coupling loss fac-
tors are expressed in terms of point mobility functions. Since
this simplified model ignores the phase relationship between
each point connection~because it is assumed all points are
acting independently!, these models cannot accurately repre-
sent the typical transition from line to point connection that
occurs with increasing frequency.

Traditionally, point connected plate junctions have been
modeled as line connections at low frequencies and as inde-
pendently acting point connections at high frequencies. The
transition between both regimes is rather arbitrarily chosen
as the frequency at which one-half bending wavelength is
equal to the point spacing.16 Although this assumption is
correct for bending wave transmission at co-planar junctions,
the transition from line to point connection for more compli-
cated cases like corner junctions occurs over a finite fre-
quency range17 and can not be represented accurately by the
traditional approach.

Bosmans and Vermeir17 presented a more complete
theory where a point connected plate junction is modeled
using an interlayer with a spatially dependent stiffness. The
spatial variation is assumed to be periodic and the plate re-
sponse is described by a scattered wave field. This scattered
wave field actually corresponds to a Fourier series expansion
of the space dependent boundary conditions at the junction.
As a result, no simplifying assumptions concerning the inter-
action between the various connections were introduced and

the model is applicable to practically any ratio of the struc-
tural wave length to the point spacing.

Heron18 discusses a similar technique to formulate the
plate response at a junction of point connected plates. The
cross transfer matrix description of each connection incorpo-
rates all six degrees-of-freedom, but assumes an infinitely
small connection length. The latter assumption may not be
appropriate when the size of the connection is comparable to
the wavelengths in the plate.

To create a model that has a unified description of the
boundary conditions, which is necessary to study structure-
borne sound transmission across a stiffening rib bolted to a
plate at all frequencies the plate strip approach and the point
connection theory of Refs. 15 and 17 are combined. The
accuracy of this model is demonstrated by experimental veri-
fication for the case where spacers are inserted at each point
connection to create a well-defined connection length. Ex-
perimental results for the case without spacers is compared
to numerical data obtained for a variable width of the con-
nections. By comparing these data, it is shown that the trans-
mission across a bolted stiffening rib can be modeled using
an equivalent connection length.

II. CALCULATION MODEL

The calculation model is based on the wave approach for
periodic junctions of semi-infinite plates as discussed in Ref.
17. The basic principles of this approach are illustrated in
Fig. 1. Consider an incident plane wave, with wave number
ki and angle of incidenceu i , traveling toward the junction
on one of the plates. The periodic boundary condition at the
junction, characterized by a spatial periodL, causes diffuse
reflection and transmission of structure-borne sound waves
on the source and receiving plates.17 The forces and displace-
ments at the edges of the coupled plates are expressed in
terms of the unknown amplitudes of the waves in the result-
ing scattered wave fields. The wave amplitudes are calcu-
lated as the solution of a system of equations consisting of
equilibrium and continuity conditions at the junction.
Structure-borne sound transmission is evaluated by the angle

FIG. 1. An incident plane wave, with wave numberki and angle of inci-
denceu i , causes scattered wave fields on the periodically connected plates.
The junction is modeled using a periodic elastic interlayer characterized by
a thicknesshl , connection widthwl , and spatial periodL.

1000 1000J. Acoust. Soc. Am., Vol. 109, No. 3, March 2001 I. Bosmans and T. R. T. Nightingale: Vibration transmission



dependent transmission coefficient, which is obtained as the
ratio of the intensities carried by the incident and transmitted
waves. By integrating the transmission coefficient over all
angles of incidence, an angle-averaged result is obtained
which may be used to calculate SEA coupling loss factors.1,2

The theory presented in the following paragraphs is de-
veloped for plates consisting of a linear elastic, homoge-
neous, and isotropic material. Damping is not included in the
calculation model, since it is introduced in the final SEA
calculations. Classical thin plate theory is applied to describe
the bending wave response and the analysis includes quasi-
longitudinal and in-plane transverse waves.

Since the calculation model basically represents an ex-
tension to the theory of Ref. 17, only the essential modifica-
tions are discussed in this paper. The major difference from
the existing model is the introduction of a plate strip at the
junction. The model also uses a more complete formulation
of the junction eccentricity. These modifications affect the
forces and displacements at the junction, as well as the for-
mulation of the boundary conditions. Both aspects are dis-
cussed in the following paragraphs.

A. Junction geometry

Figure 2 shows that the junction is composed of four
basic elements: junction beam, semi-infinite plate, plate strip,
and elastic interlayer. All plate structures are connected to
the junction beam. For the junctions considered in this paper,
the junction beam does not have any physical properties
within the model and can be considered as a common node
~similar to the use of nodes in finite elements!. The junction
beam simply facilitates the formulation of the boundary con-
ditions at the junction. A global coordinate system
(x0 ,y0 ,z0) is located at the center of the junction beam. The
displacement of the junction beam is described by three
translations (jb ,hb ,zb) and a rotation around the z0-axis
(azb). The response of semi-infinite plates and plate strips
are expressed in local coordinate systems (xp ,yp ,zp). Figure
2 further shows the conventions for the forces
(Fxp ,Fyp ,Fzp) and moment (Mzp) per unit width acting on
the plate edge, as well as for the plate edge displacements

(jp ,hp ,zp ,azp). As opposed to a semi-infinite plate, a plate
strip has an additional boundary parallel to the junction, and
is infinitely extended only in thezp-direction. Both plate el-
ements can be coupled directly to the junction beam, or in-
directly using an elastic interlayer. The interlayer is modeled
as a spring, and its influence is taken into account by trans-
forming forces and displacements at the plate edge to the
corresponding parameters at the edge of the interlayer. Treat-
ing the interlayer as a spring is justified as long as the wave-
lengths in the interlayer material are considerably larger than
the interlayer thickness. The spring stiffness for each of the
four degrees-of-freedom are calculated as in Ref. 17. In this
paper, the bolted connection is modeled by a stepwise varia-
tion of the spring stiffness, leading to a periodic boundary
condition.

Each plate element can be coupled to the junction at any
arbitrary coupling angleup , which represents the angle be-
tween the (x0 ,z0)-plane and the (xp ,zp)-plane~see Fig. 3!.
The fixation point coordinates (x0p ,y0p) locate the point in
the global coordinate system where the plate is assumed to
be attached to the junction. These coordinates determine the
eccentricity by which a plate is mounted at the junction.

B. Plate strip response at a periodic junction

The harmonic unit amplitude plane wave traveling to-
ward the junction on the source plate is described by~the
time dependenceej vt is omitted in the following equations!:

ejki cosu i xe2 jki sin u i z, ~1!

wherex andz refer to the local coordinate system. To satisfy
the periodic boundary conditions imposed by a periodic in-
terlayer with spatial periodL, the response of the plates is
given by a superposition of plane waves traveling away from
the junction:17

(
n52N

1N

Ane2 jkxxe2 j [ki sin u i1 ~2pn/L !]z, ~2!

whereAn denotes the wave amplitude. The maximum num-
ber of wave componentsN is determined based on conver-

FIG. 2. Conventions for forces and displacements at the junction. An arbi-
trary junction is modeled using a combination of four basic elements: a
junction beam, a semi-finite plate, or infinite plate strip and an elastic layer.

FIG. 3. The plate orientation and position in the global coordinate system
(x0,y0,z0) is determined by the coupling angleup , and the fixation point
coordinates (x0p ,y0p).
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gence criteria. An expression for the wave numberkx can be
derived by substituting Eq.~2! into the appropriate equations
of motion. Substitution of Eq.~2! into the thin plate bending
wave equation yields four wave numbers per wave compo-
nentn.

In case of a semi-infinite plate, valid wave numbers are
either real and positive, or imaginary and negative. The first
set of wave numbers correspond to waves traveling away
from the junction, and the second set to exponentially decay-
ing near fields. As a result, the general solution for the bend-
ing wave response is given as17

hp~x,z!5 (
n52N

1N

hpn~x!e2 j (ki sin u i1
2pn

L )z

5 (
n52N

1N

~Ane2 jkBxn1x1Bne2 jkBxn2x!

3e2 j [ki sin u i1 ~2pn/L)z#, ~3!

where the wave numberskBxn1 and kBxn2 are given in Ref.
17. Since the remaining bending wave parameters
(azp ,Fyp ,Mzp) can be expressed in terms of the transverse
displacementhp , they can be written in a form very similar
to Eq.~3!. As a result, thex-dependent part corresponding to
wave componentn for all bending wave parameters can be
written as a function of the unknown bending wave ampli-
tudesAn andBn :

F hpn~x!

azpn~x!

Fypn~x!

Mzpn~x!
G5F Cn11 Cn12

Cn21 Cn22

Cn31 Cn32

Cn41 Cn42

G F e2 jkBxn1x 0

0 e2 jkBxn2xG
3FAn

BnG , ~4!

or

BBn
431~x!5CBn

432EBn
232~x!ABn

231 . ~5!

The coefficient matrixCBn
432 is obtained by substitution of

Eq. ~3! into the formulas of mechanics.19 At the plate junc-
tion x50, EBn

232(x) becomes a unit matrix and Eq.~5! re-
duces to

BBn
431~0!5CBn

432ABn
231 . ~6!

In case of a plate strip, a free plate edge is introduced parallel
to the junction, at a distanceLx from the coupled plate edge
~see Fig. 2!. Reflections from the free edge must be taken
into account and the bending wave response of the strip is
determined by waves traveling in the positive as well as in
the negativex-direction. Consequently, Eq.~4! should be re-
written as

F hpn~x!

azpn~x!

Fypn~x!

Mzpn~x!
G5F Cn11 Cn12 Cn13 Cn14

Cn21 Cn22 Cn23 Cn24

Cn31 Cn32 Cn33 Cn34

Cn41 Cn42 Cn43 Cn44

GF e2 jkBxn1x 0 0 0

0 e2 jkBxn2x 0 0

0 0 e1 jkBxn1x 0

0 0 0 e1 jkBxn2x
GF An

1

Bn
1

An
2

Bn
2
G , ~7!

or

BBn
431~x!5CBn

434EBn
434~x!ABn

431. ~8!

The superscripts1 and – in Eq.~7! refer to the amplitudes
of right and left running waves, respectively. In order to
reduce the number of unknowns, it is desirable to eliminate
the left running wave amplitudes based on the free boundary
condition atx5Lx . At this edge,Fyp andMzp are equal to
zero, which implies thatFypn(Lx)5Mzpn(Lx) 5 0 for every
wave componentn. By rearranging Eq.~7! for x5Lx , it is
possible to expressAn

2 and Bn
2 , as a function ofAn

1 and
Bn

1 :

FAn
2

Bn
2G5FTn11 Tn12

Tn21 Tn22GFAn
1

Bn
1G . ~9!

Using this equation, it is now possible to eliminate the left
running wave amplitudes by transforming the coefficient ma-
trix CBn

434 as follows:

C̄Bn
4325CBn

434TBn
432, ~10!

where the transformation matrixTBn
432 is given as

TBn
4325F 1 0 Tn11 Tn21

0 1 Tn12 Tn22G T

. ~11!

The forces and displacements atx50 of a plate strip can be
evaluated by substitutingC̄Bn

432 in Eq. ~6!. As a result, the
boundary conditions of plate strips and semi-infinite plates
are described in exactly the same form. Consequently, the
elimination of unknowns has improved the computational
efficiency, without significantly increasing the complexity of
the model. Although the previous analysis was restricted to
bending waves, the same procedure can be applied to in-
plane waves.

C. Boundary conditions

The boundary conditions at the junction consist of equi-
librium conditions of the junction beam and of continuity
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conditions between the displacements of the plate edge and
the corresponding displacements of the junction beam. The
equilibrium conditions are expressed in the global coordinate
system, whereas the continuity conditions are formulated in
the local coordinate system.

Equilibrium of the junction beam in thex0-direction is
described by

(
p

S Fxp~0,z!cosup2Fyp~0,z!sin up1x0p

]Fzp~0,z!

]z D50,

~12!

where the summation is taken over all plates. The third term
in Eq. ~12! accounts for the additional bending moment ap-
plied to the junction beam by the in-plane shear forceFzp .
Since bending of the junction beam is caused by forces act-
ing normal to the beam axis, the influence of the in-plane
shear force is taken into account by an equivalent force in the
x0-direction. The equilibrium condition for the remaining
degrees-of-freedom are written as

(
p

S Fxp~0,z!sin up1Fyp~0,z!cosup1y0p

]Fzp~0,z!

]z D50,

~13!

(
p

Fzp~0,z!50, ~14!

2(
p

Mzp~0,z!2(
p

y0p~Fxp~0,z!cosup2Fyp~0,z!sin up!

1(
p

x0p~Fxp~0,z!sin up1Fyp~0,z!cosup!50. ~15!

As outlined in Ref. 17, the equilibrium conditions are multi-
plied by e1 j (mp/L)z and integrated over the spatial periodL.
By repeating this procedure for m ranging from2N to 1N,
each equilibrium condition is expressed by 2N11 equations.
Applying this procedure to Eq.~12! yields

(
p

S Fxpm~0!cosup2Fypm~0!sin up2 jx0pS ki sin u i

1
2pm

L DFzpm~0! D50 ;m52N...1N. ~16!

Similar expressions can be obtained for Eqs.~13!–~15!.
The continuity conditions of a plate coupled to a peri-

odic elastic interlayer are given by

Kx~z!~jp~0,z!2jb cosup2hb sin up

2azb~x0p sin up2y0p cosup!!2Fxp~0,z!50, ~17!

Ky~z!~hp~0,z!1jb sin up2hb cosup

2azb~x0p cosup1y0p sin up!!2Fyp~0,z!50, ~18!

Kz~z!S zp~0,z!2zb1x0p

]jb

]z
1y0p

]hb

]z D2Fzp~0,z!50,

~19!

Krz~z!~azp~0,z!2azb!1Mzp~0,z!50. ~20!

In these equations,Kx(z), Ky(z), Kz(z), andKrz(z) repre-
sent the space dependent, periodically varying spring stiff-
ness of the elastic interlayer.17 For local connections with a
finite width, the spring stiffness is constant over the width of
each connection, and zero elsewhere. For idealized point
connections, the spring stiffness is expressed in terms of a
dirac function. The two partial derivatives in Eq.~19! corre-
spond to the rotation of the junction beam cross-section
around thex0- andy0-axes. By applying the same procedure
as the one used to derive Eq.~16!, each continuity condition
is expressed by 2N11 equations.17 Application of this pro-
cedure to Eq.~17! leads to the following expression:

(
n52N

1N

Kxmn~jpn~0!2jbn cosup2hbn sin up

2azbn~x0p sin up2y0p cosup!!2LFxpm~0!

50 ;m52N...1N. ~21!

An expression for the stiffness coefficientKxmn is given in
Ref. 17. Similar expressions are obtained for Eqs.~18!–~20!.
The equilibrium and continuity conditions derived from Eqs.
~12!–~15! and~17!–~20! are combined with Eq.~6! to create
a set of equations in the unknown wave amplitudes. The
solution of this set of equations is then used to calculate the
intensity carried by the waves transmitted at the junction.

III. EXPERIMENTAL VERIFICATION ON BOLTED
JUNCTIONS WITH SPACERS

In this section, the calculation model is validated on a
bolted junction between a plate and a stiffening rib~Fig. 4!,
where thin metal spacers were inserted between both ele-
ments to create a well-defined connection length at each fas-
tener. A Plexiglas sheet(2.4631.2430.0119 m) was
suspended from the laboratory ceiling using two soft springs.
Three different stiffening ribs were attached to the plate us-
ing equally spaced bolts. The ribs were mounted in the
middle of the sheet and effectively divided the sheet in two
identical plates. All ribs had a thickness of 0.0187 m, but
were characterized by three different depthsLx : 0.05 m,
0.10 m, and 0.235 m. Based on measured resonance frequen-
cies of small beam samples, the elastic properties of Plexi-
glas were determined as Young’s modulusE54.83109 Pa
and Poisson’s ration 5 0.4, with a density of 1183 kg/m3.

For each depth of the rib, three bolt spacings were con-
sidered, as listed in Table I. The bolted junction is illustrated
in Fig. 5. At each fastener, a square metal spacer(0.0187
30.018730.0006 m) was inserted between the plate and the
rib. The interlayer stiffness corresponding to the metal spac-
ers was calculated using the following literature data:E
57.131010 Pa andn 5 0.3. The bolts were driven in the rib
manually using a torque wrench. It was found that increasing
the torque above 4.2 Nm did not noticeably affect the mea-
sured results. The additional mass introduced at the junction
by the bolts, washers and spacers~5.6 g per connection! was
not taken into account in the model.

Velocity level difference~VLD ! measurements were
carried out using a two channel technique as reported by
Craik.20 Using this method, the transverse velocity level is
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measured in one randomly positioned measurement point on
each plate while the source plate is excited randomly using a
light impact device. The average VLD between the source
and the receiving plate is estimated by repeating this proce-
dure for several pairs of measurement points until the aver-
age converges to a stable value.

For the calculations, the Plexiglas sheet was modeled as
two semi-infinite plates with coupling anglesup50° and
180°. For both plates, the fixation point coordinates
(x0p ,y0p) were assumed to coincide with the origin of the
global coordinate system. The stiffening rib was modeled as
a plate strip with coupling angleup590° and fixation point
coordinates (0,hp/2!, wherehp denotes the thickness of the
Plexiglas sheet. The spacers are modeled by a periodic elas-

tic interlayer connecting the plate strip to the junction beam.
The coupling loss factor corresponding to bending wave
transmission between both plates was calculated in fre-
quency steps of 1/27 of an octave, and then averaged to
obtain one-third octave band results from 100 to 5000 Hz.
The VLD between both plates was estimated using a simple
SEA model which consisted of two subsystems correspond-
ing to bending waves on both plates. The rib was not in-
cluded in the SEA model, since its influence was taken into
account when calculating the coupling loss factors.15 Further,
in-plane wave subsystems were not considered since their
influence is only important for complex structures involving
many junctions and long transmission paths.21 The total loss
factors used in the SEA formulation were simply the sum of
the internal loss factor, radiation losses~which were both
incorporated in the loss factor measured on the entire plate
without the rib as shown in Fig. 6! and the computed CLF
for the junction.

There are factors that might hinder comparison of the
measured and predicted VLDs using the SEA formulation. In
the low frequencies, strong coupling effects, which might
bias SEA predictions for two nominally identical rectangular
plates, are not expected to be important above 160 Hz since
the modal overlap factors of both bending wave subsystems

FIG. 4. Experiments were carried out on a Plexiglas sheet suspended from
the laboratory ceiling using two soft springs. The stiffening ribs were at-
tached using equally spaced bolts. Thin metal spacers were inserted between
the plate and the rib at each bolt.

TABLE I. Bolt spacing and location of first bolt, for the junctions with 16,
8, and 4 equally spaced fasteners.

Number
of bolts

Bolt spacing
L @m#

Distance of first bolt from
rib end atz50 @m#

16 0.078 0.039
8 0.156 0.117
4 0.312 0.195

FIG. 5. Detail of the bolted junction between the plate and the rib.

FIG. 6. Measured total loss factor of the Plexiglas sheet without ribs as a
function of frequency.
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exceed unity at this frequency. A high frequency limit will
occur when the rib can support a significant number of
modes and the assumption that the rib does not dissipate
energy is no longer valid. A further high frequency limit will
occur when the shear and rotary inertia of the plates can no
longer be neglected and thin plate theory breaks down. This
is estimated to be well above the frequency range considered
here.

Measured and predicted data for the junction with a 5
cm rib are compared in Fig. 7 for the three cases of point
spacing. The measured VLD for the case with 16 connec-
tions displays a pronounced peak at 1 kHz. At this fre-
quency, an anti-resonance of the stiffening rib significantly
reduces the rotation of the junction, leading to a reduction in
bending wave transmission.15 The predicted data also show a
maximum in the VLD, but its location is shifted to a higher
frequency. The measured results also show a less pro-
nounced maximum at 315 Hz, which is not predicted by the
model. A detailed vibration mapping of the plates and ribs
was not conducted so that it can only be speculated that these
discrepancies might be due to uncertainties in the measured
material properties, inaccuracies in the modeled boundary
conditions of the plate strip or the fact that the inertia due to

the fasteners was neglected in the model. Overall, the agree-
ment between theoretical data and measured results is fair
since both curves show a similar trend. Good agreement is
achieved for the case with eight connections in Fig. 7~b!,
although the peak predicted at 800 Hz seems to be missing in
the measured data. The four connection case in Fig. 7~c!
clearly shows the best agreement between measurement and
prediction.

Figure 8 shows the experimental and numerical data for
the 10 cm deep rib. The agreement between measurement
and calculation is excellent for the case with 16 connections
in Fig. 8~a!. A relatively large prediction error of 6.9 dB can
be observed in Fig. 8~b! at 250 Hz, where the predicted
maximum in the VLD does not coincide with the measured
maximum at 315 Hz. Also, the calculation model slightly
overestimates the VLD in the mid-frequency range. For the
case with four connections in Fig. 8~c!, the largest discrep-
ancy amounts to 4 dB at 200 Hz, but the agreement above
200 Hz is good.

Finally, the result for the 23.5 cm deep stiffening rib are
plotted in Fig. 9. For all cases of point spacing, the model
consistently overestimates the VLD below 315 Hz. Above

FIG. 7. Comparison between measured and predicted VLD for the 5 cm
deep rib with spacers for three different numbers of bolts. Measurement~n!,
prediction~—!.

FIG. 8. Comparison between measured and predicted VLD for the 10 cm
deep rib with spacers for three different numbers of bolts. Measurement~n!,
prediction~–!.
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this frequency, the agreement between measurement and cal-
culation is very good for the cases with 16 and 4 bolts@Figs.
9~a! and~c!#. The predictions for the case with eight bolts in
Fig. 9~b! are very accurate above 1 kHz, but the VLD is
slightly overestimated at low and mid frequencies.

Overall, the agreement between measurement and calcu-
lation for the three stiffening ribs in Figs. 7–9 is good. The
influence of the rib depth and the number of connections is
reliably predicted. The calculation model has a tendency to
slightly overestimate the VLD, which indicates that the cou-
pling strength between the rib and the plate is overestimated.
Nevertheless, the model has proven to be suitable to predict
structure-borne sound transmission at a periodic junction be-
tween a plate and a stiffening rib.

IV. EQUIVALENT CONNECTION LENGTH AT BOLTED
JUNCTIONS WITHOUT SPACERS

In many realistic junctions using rivets or bolts, the two
connected elements are coupled without spacers. Conse-
quently, there will be contact between both elements over the
entire length of the junction, even though the actual contact
may be discontinuous over time at some locations. However,

for an arbitrary plate/beam system where one or both are
warped, there may not be contact. Modeling structure-borne
sound transmission at these junctions is not as straightfor-
ward compared to the case with spacers. In this section, it is
shown that junctions without spacers can be treated as an
array of local connections characterized by an equivalent
connection length. For this purpose, an additional series of
experiments was carried out on the Plexiglas structure with-
out spacers for all nine combinations of rib depth and bolt
spacing. To ensure contact between the surfaces without
spacers, both surfaces were machined flat. The equivalent
connection length is determined for each junction by fitting
numerical data to the measured results.

To understand the behavior of a bolted junction, it is
instructive to review some aspects of bending wave trans-
mission between point connected plates. Co-planar junctions
of point connected plates are characterized by a ‘‘cutoff’’
frequency which marks the transition from line connection to
point connection.17 The transition frequency depends on the
point spacing and the bending wavelength in the plates. It
must be stressed that unless the point connected model ex-
plicitly allows for the phase response of the connection
points, like the model used in this paper, then this behavior
will not be predicted. When the plate junction involves local
connections with a finite coupling length, the width of each
connection also has an influence on the bending wave trans-
mission. This is illustrated by the parametric calculation
shown in Fig. 10 for the 5 cm deep rib with four bolts. By
increasing the width of the connections from one that is in-
finitely small to one that is equal to the bolt spacing, the
junction gradually changes from an idealized point connec-
tion to a line connection. Figure 10 shows that the vibration
attenuation increases with increasing connection width. In
addition, the transition frequency below which the junction
can be considered as a line connection also increases with
increasing coupling length.

The experimental data in Fig. 11~a! for the 5 cm deep rib
illustrate that a junction without spacers shows some distinct
features of a point connected plate junction. Structure-borne
sound transmission clearly depends on the spacing between
the fasteners, even though the rib is nominally in direct con-
tact with the plate. The results for the junctions with 4 and 8

FIG. 9. Comparison between measured and predicted VLD for the 23.5 cm
deep rib with spacers for three different numbers of bolts. Measurement~n!,
prediction~—!.

FIG. 10. Calculated VLDs for the 5 cm deep beam with four connections
with variable width. The arrow indicates the trend of the results when in-
creasing the width of the connections.
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bolts in Fig 11~a! start to deviate significantly from the result
for the 16 bolt case at 500 and 1000 Hz, respectively. In the
frequency range where the point spacing does not have a
profound influence, the junctions may be considered as line
connections. Consequently, 500 Hz and 1000 Hz mark the
frequencies above which a transition occurs from line to lo-
cal connection for the junctions with four and eight bolts.
The reduction of the transition frequency with increasing
point spacing is typical of point connected plate junctions.
When comparing the measured results for the case without
spacers@Fig. 11~a!# to the case with spacers@Fig. 11~b!#, it
can be observed that the VLD tends to decrease when spac-
ers are inserted at the junction. Also, the maximum in the
VLD for the case with 16 bolts is shifted from 1250 Hz to
1000 Hz as a result of the spacers. Consequently, the spacers
have weakened the connection between the plate and the rib.

These observations suggest that a junction without spac-
ers neither behaves as an idealized point connection nor as a
line connection, but as something in between. More specifi-
cally, the plates appear to be connected by equally spaced
connections with~unknown! finite width, and the spacing
between the connections is equal to the bolt spacing. Based
on the experimental data in Fig. 11, the equivalent connec-
tion width seems to be greater than the width of the spacers.
In the following paragraphs, it is shown that structure-borne
sound transmission at a bolted junction can be described by
assigning an equivalent connection length to each fastener.

The application of the calculation model presented in the
Introduction to the junction without spacers requires two as-
sumptions. The first assumption concerns the linearity of the
problem. In between fasteners, the surfaces of the plate and
the rib, which are nominally in contact with each other,
move apart and together during one cycle of vibration. The

discontinuous contact between both elements essentially
causes the motion in between two fasteners to be nonlinear.
Consequently, the application of the theory of the Introduc-
tion requires the assumption that the nonlinearity can be ig-
nored and that the transmission at the bolted junction can be
described using a linear model.

The second assumption is that the additional damping
caused by air pumping can be neglected and that the junction
can be treated as a conservative junction. Fortunately, Plexi-
glas has a relatively high internal damping, and the addi-
tional damping due to air pumping, as estimated using the
procedure given by Ungaret al.,22 generally represents only
a small fraction of the internal loss factor. In fact, these small
differences would be rather difficult to measure, since the
uncertainty of the decay time measurement for the Plexiglas
sheet is of the order of 10%. Consequently, the numerical
results presented below are based on the same damping data
as those used in Sec. I.

To evaluate the concept of an equivalent connection
length, a parametric calculation is carried out with varying
width wl of the connections~see Fig. 1!. In the absence of
the spacers, the periodic interlayer was rather arbitrarily cho-
sen as a 1 mmthick layer of Plexiglas. For a particular com-
bination of rib depth and bolt spacing, the equivalent con-
nection length,we , is the same for all frequencies, and is
determined as the connection width which minimizes the rms
prediction error averaged over all one-third octave bands.
The measured data for the junctions without spacers, to-
gether with the results calculated using the equivalent con-
nection lengths, are shown in Figs. 12–14. The equivalent
connection lengthswe are listed in Table II for all combina-
tions of rib depth and bolt spacing. Also shown in Figs.
12–14 are the results for the extreme cases considered in the
parametric calculations: idealized point connection~infinitely
small connection length at each bolt! and continuous line
connection. The point connection and the line connection
correspond to the weakest and the strongest coupling, respec-
tively, between the rib and the plate, and the difference be-
tween both cases increases with increasing bolt spacing.

The experimental data and the numerical results corre-
sponding to the equivalent connection length for the 5 cm
deep rib are given in Fig. 12. In all three cases, the best
agreement between measurement and calculation is obtained
when using the equivalent connection length, because the
rms prediction error was minimized while maintaining the
correct trends in the data. The measured data for the junction
with 16 bolts approaches the results for a line connection, the
main difference being a shift in the peak of the VLD. The
junction with eight bolts clearly represents an intermediate
case between a line and a point connection. Figure 12~c!
demonstrates that the junction with four bolts can be mod-
eled in first approximation by a point connection, although
the latter approach leads to a systematic underestimation of
the VLD.

Good agreement is also achieved when using the equiva-
lent connection length for the 10 cm deep stiffening rib, as
illustrated in Fig. 13. When excluding the large discrepancy
around 315 Hz in Fig. 13~a!, the rms prediction error is less
than 1.5 dB for all cases of bolt spacing. The predictions

FIG. 11. Measured VLD for the 5 cm deep rib without~a! and with ~b!
spacers for different numbers of bolts: 16~h!, 8 ~s!, and 4~n! bolts.
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using a line connection are very accurate for the junction
with 16 bolts, and work equally well for the case with 8 bolts
below 4 kHz. The junction with 4 bolts represents an inter-
mediate case, as the measured VLD lies between those of the
line and point connections. The calculations using the ideal-
ized point connections consistently underestimate the VLD
above 250 Hz for all cases of bolt spacing.

The comparison between measured and calculated data
for the 23.5 cm rib in Fig. 14, reveals an overestimation of
the VLD when using the equivalent connection length at low
frequencies. A similar overestimation was observed for the
junction with spacers in Fig. 9. Further, the measured VLD
at high frequencies for the junction with 16 bolts in Fig.
14~a! is higher than predicted using a line connection. As a
result, good agreement could only be achieved below 2 kHz.
Above 250 Hz, the concept of an equivalent connection
length seems to work well for the remaining cases in Figs.
14~b! and ~c!. The predictions using a line connection are
reasonably accurate for the cases with 16 and 8 bolts. The
point connection model underestimates the VLD above 500
Hz for all cases of bolt spacing.

The poor agreement above 2000 Hz for the case with the

23.5 cm deep rib is due to the assumption in the plate strip
formulation that the rib does not dissipate energy.~Appar-
ently, the other rib sizes were not large enough to act as a
significant energy loss mechanism.! Included in Fig. 14~a! is
the prediction for a T-junction where the 23.5 cm rib is mod-
eled as a line connected plate which supports modes and the
internal loss factor of the rib was taken to be the same as the
plate without any ribs. The agreement is greatly improved
above 2000 Hz. Thus, at high frequencies, it may be neces-
sary to consider the rib as a subsystem,15 depending on its
dimensions.

Table II presents the equivalent connection lengths for
the nine cases. The data indicate that the equivalent connec-
tion length increases with increasing bolt spacing. However,
the table also shows that an increase inwe does not neces-
sarily correspond to an increase in the ratiowe/L. In most
cases, this ratio actually decreases with increasing bolt spac-
ing. Unfortunately, the sensitivity of the equivalent connec-
tion length to the rib depth does not show a clear trend. This
may be caused by the fact that the calculation model has a
limited accuracy and is based on a number of simplifying
assumptions. The effect of prediction uncertainty may be

FIG. 12. Comparison between measured and predicted VLD for the 5 cm
deep rib without spacers for three different numbers of bolts. Measurement
~n!, calculation: equivalent connection length~–!, line connection
~– – – –!, point connection~•••••!.

FIG. 13. Comparison between measured and predicted VLD for the 10 cm
deep rib without spacers for three different numbers of bolts. Measurement
~n!, calculation: equivalent connection length~—!, line connection
~– – – –!, point connection~•••••!.
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compounded by a weak dependence on the ratiowe/L so that
clear trends cannot be identified in this limited set of data. A
detailed study is suggested, but is outside the scope of this
paper.

Overall, the results in Figs. 12–14 illustrate that an ap-
propriate choice of the connection width yields calculated
data which agree well with measured results. Although the
equivalent connection length was assumed to be frequency
independent, the calculated data matched the measured re-
sults in most of the frequency range. Consequently, it was
demonstrated that a bolted plate/rib junction can be modeled

by assigning an equivalent connection length to each fas-
tener. It should be stressed that the equivalent connection
length does not represent a physical parameter, since the de-
tailed behavior of the junction in reality is much more com-
plex. The results of this paper merely show that a structure-
borne sound transmission model, which incorporates the
periodic boundary condition of a bolted junction, can be im-
proved if a finite connection length is assigned to the fasten-
ers.

V. CONCLUSIONS

Structure-borne sound transmission at a bolted junction
between a plate and a stiffening rib is investigated theoreti-
cally and experimentally. A calculation model was presented
where the rib was modeled as an infinite plate strip and the
bolted connection was treated as an elastic interlayer with
periodically varying elastic properties. The model was veri-
fied experimentally on a Plexiglas structure where thin metal
spacers were inserted between the plate and the rib. Several
combinations of the rib depth and bolt spacing were consid-
ered and good agreement was achieved between measured
and calculated data. Experimental results on a similar struc-
ture without spacers demonstrated that the bolted junction
behaves as a series of local connections. By comparing mea-
sured data to the results of a parametric calculation, an
equivalent connection length was determined for each bolt.
Measured and calculated results showed good agreement,
which confirmed that a bolted junction between a plate and a
rib can be modeled using an equivalent connection length.
Unfortunately, a clear relationship between the equivalent
connection length and the physical properties of the junction
could not be identified. This is suggested for future work.
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Two numerical models are presented for the prediction of sound leakage through openings in thin
hard barriers. The first numerical method is based on a simple procedure of numerical integration
that can be implemented straightforwardly. This model is a more general approach, suitable for
barriers with arbitrary gaps. The second model is a new method that permits prediction of sound
leakage due to the presence of horizontal gaps in a long barrier. In the new method, effective
barriers of appropriate heights represent the edges of the horizontal gaps. The sound diffracted by
each effective barrier is calculated by a closed-form analytic expression. The total sound-pressure
level is determined from a sum of these diffracted fields. Hence, the new method is fast, simple, and
intuitive, allowing the leakage to be assessed accurately. The validity of these two numerical models
is confirmed by precise experimental measurements. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1345698#
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I. INTRODUCTION

Noise reduction by barriers is a popular measure for
environmental protection in built-up areas. In particular,
transportation noise from highways, railways, and airports
can be shielded by a barrier, which intercepts the line of sight
from the source to the receiver. When the transmission of
sound through the barrier is negligible, the acoustic field in
the shadow region is mainly dominated by the sound dif-
fracted around the barrier. However, in some cases, leakage
will occur due to shrinkage, splitting, and warping of the
panels, and weathering of the acoustic seals. The problems of
shrinkage and splitting are particularly acute for noise barri-
ers made of timber. In addition, gaps are sometimes unavoid-
able, as spaces are required, for example, for the installation
of lampposts in urban districts.

Research on diffraction and noise reduction by barriers
has been extensive, leading to many publications in the past
few decades. For instance, Maekawa1 has developed a semi-
empirical model for the prediction of sound fields behind a
barrier, Hothersallet al.2 and Terai and Kawai3,4 have used
the integral equation methods to predict sound fields around
barriers, and Hadden and Pierce5,6 have derived asymptotic
formulas for sound diffraction around screens and wedges.
Although considerable effort has been made to predict the
diffracted sound field around noise barriers, the study of
sound leakage in barriers has received relatively little atten-
tion. However, in a recent study, Watts7 investigated the re-
sulting degradation of screening performance due to the
leakage effect. A two-dimensional numerical model based on
the boundary element method~BEM! is used in his study to
predict the sound fields behind barriers of various heights
with different gap widths and distributions.

We remark that the use of a two-dimensional model has
inevitably restricted consideration to the presence of horizon-
tal gaps in barriers only. Moreover, BEM is an elaborate
numerical scheme that demands significant computational re-

sources. This is particularly the case at high frequencies and
when the separation between source and receiver is longer
than a few wavelengths.

The purpose of this paper is to develop a simple model
for the accurate prediction of the insertion loss degradation
due to the presence of gaps in thin rigid barriers. The nu-
merical scheme is based on the theory developed by
Thomasson8 and Rasmussen.9 To validate the proposed
scheme, numerical predictions are compared with accurate
experimental measurements. An interesting outcome of the
numerical scheme is that it leads to a new formulation of a
simple ray-method solution. The ray method is based on
Pierce’s formulation for the sound diffracted by wedges, and
is used to predict the sound leakage due to horizontal gaps in
a long barrier.

The contents of the present paper are as follows. The
development of the numerical models for calculating sound
leakage through a barrier is presented in Sec. II. We start
from the physical optics solution8 and suggest a more com-
pact numerical procedure for the evaluation of sound fields
around the barriers with arbitrary gaps. A two-dimensional
model is considered next. By linking solutions according to
the physical optics and Pierce, we can derive a simple
asymptotic expression for the computation of sound fields
around a barrier with horizontal gaps. In Sec. III, validations
of numerical models are shown. Finally, in Sec. IV, experi-
mental results are compared with theoretical predictions for
sound fields behind a barrier with either a horizontal or ver-
tical gap.

II. THEORY

A. Formulation of the problem

The problem considered here consists of a two-
dimensional, flat, locally reacting surface of infinite extent,
z50. A thin rigid screen of arbitrary shape,GB , is situated at
the plane ofx50. A point source with the harmonic time
factor e2 ivt is located above the impedance surface atrS
[(xS,0,zS) wherexS,0. We wish to investigate the sounda!Electronic mail: mmkmli@polyu.edu.hk
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field behind the rigid screen where the receiver is located at
rR[(xR,0,zR) and xR ,zR.0 ~see Fig. 1!. Based on the
Helmholtz integral formulation, Thomasson derived an ap-
proximate scheme~the so-called Rayleigh or physical optics
solution10! for the prediction of sound fields behind an infi-
nitely long barrier. The solution for a thin rigid screen is
given by

f~rR,rS!5fL~rRurS!22E E
GB

fL~r 0urS!
]fL~rRur 0!

]xR
dS, ~1!

wheredS is the differential element of the barrier surface,
rS, rR, and r 0 are, respectively, the position of source, re-
ceiver, and barrier surface. The symbolfL(RuJ) signifies
the sound field at receiver pointsR ~which can either berR
or r 0! due to the source located atJ ~which can either berS
or r 0!. Thomasson has suggested thatfL(rRurS) can be de-
termined by noting the sound field vanishes when the rigid
screen,G` say, occupies the infinite plane ofy50. Then

fL~rRurS!52E E
G`

fL~r 0urS!
]fL~rRur 0!

]xR
dS, ~2a!

or

fL~rRurS!52E
0

`E
2`

`

fL~r 0urS!
]fL~rRur 0!

]xR
dy dz. ~2b!

The sound field behind a rigid screen can be computed
by substituting Eq.~2a! into Eq. ~1! to yield

f~rR ,rS!52 E E
G`2GB

fL~r0urS!
]fL~rRur0!

]xR
dS. ~3!

The double integral of Eq.~3! can be computed readily by
means of direct numerical integration. Indeed, Thomasson
used this approach to calculate the diffraction of sound by a
rigid screen above an impedance boundary. However, we
note that the computation offL(RuJ) is straightforward, as
the Weyl–van der Pol formula can be used

fL~RuJ!5
eikR1

4pR1
1Q

eikR2

4pR2
, ~4!

whereQ is the spherical wave reflection coefficient,11 R1 is
the direct ray path, andR2 is the specularly reflected ray
path. The use of Eq.~1! in conjunction with Eq.~4! is pref-
erable because the area required for numerical integration is
generally smaller than that indicated in Eq.~3!. Hence, fewer
computational resources are required for the evaluation of
sound fields behind a thin barrier.

B. Barriers with vertical gaps—An integral approach

Equation~1! is the most general formula for the compu-
tation of a sound field behind a thin barrier. It can be gener-
alized to any arbitrary gaps in the barrier. In other words, if
there are any gaps in the barrier, then their areas should not
be included in the computation of the integral in Eq.~1!. For
instance, suppose there is a vertical gap of width 2d in an
otherwise infinitely long barrier of heightH. Without loss of
generality, we assume the gap extends fromy52d to y
5d. The sound field behind such a barrier can be computed
by

f~rR,rS!5fL~rRurS!

22E
0

HE
2`

2d

fL~r 0urS!
]fL~rRur 0!

]xR
dy dz

22E
0

HE
d

`

fL~r 0urS!
]fL~rRur 0!

]xR
dy dz. ~5!

It is worth noting that the term]fL(rRur 0)/]xR can be
regarded as the contribution due to horizontal dipoles on the
surface of the barrier. The asymptotic solution for a horizon-
tal dipole above an impedance plane can be found
elsewhere10 and will not be repeated here.

C. Semi-infinite barriers with horizontal gaps—An
integral approach

In many practical situations, the thin barrier may be as-
sumed to be infinitely long and has a constant cross section
along they direction. In view of Eq.~1!, the sound field can
therefore be expressed as

f~rR ,rS!5fL~rRurS!

22E
l B
E

2`

`

fL~r0urS!
]fL~rRur0!

]xR
dy dz, ~6!

where l B is the barrier ‘‘height’’ whichl B indicates the ex-
tent of the barrier surface in thez direction and is constant
along they direction.

A close examination of the right-hand side of Eq.~6!
reveals that they integral of the second term can be evalu-
ated asymptotically to yield a closed-form analytical expres-
sion. The evaluation of the integral is fairly straightforward,
involving tedious algebraic manipulations that will not be
shown here for brevity. Nevertheless, the sound field can be
simplified to9

FIG. 1. The geometry of a source, receiver, and noise screen. The screen is
placed at the planex50, 2`<y<1` and2`<z<z1 . The planez50 is
an impedance boundary.
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f~r R ,r S!5fL~r Rur S!

2XRA~8pk!
e2 ip/4

16p2 E
l B
F eik~R11R3!

AR3
3R1~R11R3!

1
Q2eik~R11R4!

AR4
3R1~R11R4!

1
Q1eik~R21R3!

AR3
3R2~R21R3!

1
Q1Q2eik~R21R4!

AR4
3R2~R21R4!

Gdz, ~7!

whereR1 , R2 , R3 , andR4 are defined in Fig. 2 andXR is the
shortest distance measured from the receiver to the barrier
plane. The spherical wave reflection coefficientsQ1 andQ2

are calculated on the basis of ground impedance on the
source side and receiver side, respectively. In our case, the
ground impedance is the same for both sides but, as demon-
strated by Rasmussen,9 they can be different.

Again, if the barrier is extended to infinity, then the
sound fieldf(rR,rS) is zero. Hence,fL(rRurS) can be re-
written in an integral form, cf. Eq.~2b!, as

fL~rRurS!5XRA~8pk!
e2 ip/4

16p2 E
0

`F eik~R11R3!

AR3
3R1~R11R3!

1
Q2eik~R11R4!

AR4
3R1~R11R4!

1
Q1eik~R21R3!

AR3
3R2~R21R3!

1
Q1Q2eik~R21R4!

AR4
3R2~R21R4!

Gdz. ~8!

Normally, as mentioned in Sec. II A, the Weyl–van der Pol
formula @Eq. ~4!# will be used to computefL(r Rur S) instead.
Nevertheless, the computation serves to benchmark the ac-
curacy of the numerical model developed in this paper.
These comparisons will be shown in Sec. III.

Use of Eq.~7! greatly reduces the computational time in
calculating the diffraction of sound behind the thin barrier as
the double integral is reduced to a onefold integral. We point
out that the integral limits of Eq.~7! specify the height of the
thin barrier. If there are horizontal gaps in the barrier, the
height of the barrier can be adjusted accordingly. Take the
following case as an example. A barrier of heightH has a
horizontal gap with size (h2–h1) as shown in Fig. 3. The

integral term in Eq.~5! is broken down into two parts where
the integral limits forl B range fromz50 to z5h1 and from
z5h2 to z5H as follows:

f~r R ,r S!5fL~r Rur S!2XRA~8pk!
e2 ip/4

16p2 H E
0

h1
1E

h2

HJ
3F eik~R11R3!

AR3
3R1~R11R3!

1
Q2eik~R11R4!

AR4
3R1~R11R4!

1
Q1eik~R21R3!

AR3
3R2~R21R3!

1
Q1Q2eik~R21R4!

AR4
3R2~R21R4!

Gdz. ~9!

It is straightforward to generalize the formulation that
allows for multiple slits on the barrier by splitting the inte-
gral into appropriate smaller intervals representing the bar-
rier surface. The details are not shown here.

D. Ray model for barriers with horizontal gaps

The sound field behind a barrier with horizontal gaps
can also be calculated by means of a simple ray method,
which eliminates the need for the time-consuming numerical
integration procedure described in Sec. II C. Based on the
classical diffraction theory, Hadden and Pierce have derived
a high-frequency asymptotic solution for the diffraction of
sound by a semi-infinite wedge. Their analytic solution con-
siders cases where the source and receiver are located at
many wavelengths~large distances! from the wedge. The
following symbols are found useful in writing the analytic
expression:dS and dR are, respectively, the radial distance
from the source and receiver to the edge of the wedge;uS

and uR are, respectively, the angular position between the
source and receiver measured from the planeu50. We note
that the diffraction of sound due to a semi-infinite thin screen

FIG. 2. Schematic diagram to show the direct and reflected waves used in
the approximate integral solution. The plane used in the integration for the
numerical model contains the source and receiver.

FIG. 3. The general configuration for a horizontal gap started and ended at
respective heights ofh1 andh2 on a barrier with overall heightz1 .
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is a special case when the angleb is equal to 2p, see Fig. 4.
For a point monopole source, the diffracted sound field can
be expressed as

P5@AD~X1!1AD~X2!#S eip/4

A2
D S ei •k•~dS1dR!

4p•~dS1dR! D , ~10!

where

X15X~u1u0!, X25X~u2u0!,

X~u!5A 2•dS•dR

l•~dS1dR! F22 cosS u

2D G ,
AD~X!5sgn~X!@ f ~ uXu!2 i •g~ uXu!#,

sgn~X!5H 1 if X>0,

21 if X,0.

The functionsf and g are the auxiliary Fresnel functions12

and AD(X) is known as the diffraction integral. The total
diffracted sound field by a thin rigid barrier above a hard
ground can be calculated by summing the four different dif-
fracted rays as shown in Fig. 5. The total sound field de-
pends, among other parameters, on the height of the barrier,
H, and is given by

PT~H !5P11P21P31P4 , ~11!

where theP1 , P2 , P3 , andP4 indicate the sound field dif-
fracted through path 1–3, 2–3, 1–4, and 2–4, respectively as
shown in Fig. 5. They can be computed according to Eq.
~10!. It is important to recognize thatPT(H) may be re-
garded as the asymptotic solution for the right side of Eq.
~7!. Hence, puttingQ51 for a hard ground and combining
the two terms of Eq.~7!, we can state the integral as

E
H

`F eik~R11R3!

AR3
3R1~R11R3!

1
eik~R11R4!

AR4
3R1~R11R4!

1
eik~R21R3!

AR3
3R2~R21R3!

1
eik~R21R4!

AR4
3R2~R21R4!

Gdz

5
16p2eip/4

XRA~8pk!
PT~H !. ~12!

In the case of a barrier of heightH with a horizontal gap
starting from z5h1 extending toz5h2 ~see Fig. 3!, the
sound field can be calculated by using Eq.~9! to yield

f~r R ,r S!5XRA~8pk!
e2 ip/4

16p2 H E
H

`

1E
h1

`

2E
h2

`F eik~R11R3!

AR3
3R1~R11R3!

1
eik~R11R4!

AR4
3R1~R11R4!

1
eik~R21R3!

AR3
3R2~R21R3!

1
eik~R21R4!

AR4
3R2~R21R4!

GdzJ .

~13!

With the use of Eq.~13!, we can compute the sound field
behind a barrier that has a horizontal gap as follows:

fT~rR ,rS!5PT~H !1PT~h1!2PT~h2!. ~14!

The first term of Eq.~14! corresponds to the sound field
diffracted by a thin rigid barrier without any gaps. Grouping
the second and third terms of Eq.~9!, we can interpret it as
the sound field due to the leakage through the barrier gap.
That is to say, the ‘‘leakage’’ of sound through a single gap
can be represented by the difference of two barriers with
different heights,h1 andh2

fgap~rR ,rS!5PT~h1!2PT~h2!. ~15!

The total sound field behind a barrier withn horizontal gaps
can be generalized to give

fT~rR ,rS!5f~rR ,rS!1(
i 51

n

fgap~rR ,rS!, ~16!

where f(rR ,rS) is the sound field behind the thin barrier
~with no gaps! and( i 51

n fgap(rR ,rS) is the leakage of sound
through gaps. The leakage of sound at each gap can be cal-

FIG. 5. Diffracted path of using the ray method for a thin barrier.

FIG. 4. The geometrical configuration used in the computation of sound
fields in the presence of a barrier according to the ray method.

1014 1014J. Acoust. Soc. Am., Vol. 109, No. 3, March 2001 H. Y. Wong and K. M. Li: Sound leakage through barriers



culated by using Eq.~15! with the appropriate barrier
heights.

III. COMPARISON OF NUMERICAL MODELS

It is apparent that the sound field due to a point source
above a flat impedance ground may be computed by evalu-
ating the integral given in Eq.~8!. However, the Weyl–van
der Pol formula@Eq. ~4!# is normally used in most practical
situations. To confirm the validity of the computational
scheme, it is useful to compare Eqs.~4! and~8! numerically.
Figure 6 displays the numerical results of the sound fields
predicted by these two computational schemes. The trans-
mission loss, which is defined as the total sound field at the
receiver with reference to the free-field measurements at 1 m,
is plotted against frequency. Further, a two-parameter
model13 is used to calculate the impedance of the ground in
this figure and subsequent plots. The impedance,Z, is given
by

Z50.436~11 i !Ase

f
119.74i

ae

f
, ~17!

wherese is the effective flow resistivity andae is the effec-
tive rate of change of porosity with depth. In the plot,se of
10 kPa m s22 and ae of 100 m21 are used. Although these
parameters represent a relatively soft ground, they are the
parameter values for the ground model we used in our ex-
perimental study in this paper, see Sec. IV B below.

In the numerical computations, the plane~parallel to the
x–y plane! equidistant from the source and receiver is cho-
sen for use in Eq.~8! although, in principle, any parallel
plane a few wavelengths from the source and receiver may
also be used. In addition, there is no general method of set-
ting the required upper limit forz in the integral of Eq.~8!. A
practical way is to increase the upper limit until the numeri-
cal results converge. In our experience, the choice of the
upper limit of about 70 wavelengths will give normally give
converged results in most cases. As shown in Fig. 6, the

agreements of these numerical results are remarkably good,
and also hold for other parameter values of more realistic
outdoor ground surfaces. This gives us the confidence to use
the current numerical scheme, Eq.~5!, in the computation of
the leakage effect due to vertical gaps in a barrier. The pre-
diction of the barrier leakage, together with the experimental
results of a scale model, will be shown in the next section.

We wish to compare the integral approach, Eqs.~7! and
~9!, with the ray method, Eqs.~11! and ~14!, for the assess-
ment of barrier leakage due to horizontal gaps over a hard
ground. Numerical predictions are carried out for barriers
with different geometrical configurations. A barrier of 3-m
height with no gap is used. The source and receiver heights
are 0.5 and 1.5 m, respectively. The distances from the
source and receiver to the barrier are 7.5 and 22.5 m, respec-
tively. This is a situation where a direct line of sight between
the source and receiver cannot be established. Figure 7
shows the predicted transmission loss by using the integral
approach and the ray method. Both predictions agree reason-
ably well with each other.

In Fig. 8, we show the transmission loss for a barrier
with a shorter height of 0.7 m, such that the source can
‘‘see’’ the receiver. The source and receiver heights are 0.5
and 1.5 m, respectively. The source and receiver are located,
respectively, at 7.5 and 22.5 m from the thin barrier. In terms
of the ray method, the total sound field at the receiver con-
sists of a direct field, a reflected sound by the ground surface,
and a diffracted sound by the top edge of the barrier. Again,
the numerical predictions by the integral approach and by the
ray method are in accord with each other.

Next, comparisons of the predicted sound field behind a
barrier with a horizontal gap are shown in Figs. 9 and 10.
Equations~9! and ~16! are used to predict the transmission
loss of the barrier with a horizontal gap. In these two ex-
amples, the height of the barrier is 3 m and the horizontal
gap starts from the hard ground, i.e., withh150. The heights
of the source and receiver and their relative positions from

FIG. 6. Comparisons of two numerical schemes in
computing sound fields. Source height50.06 m, re-
ceiver height50.06 m, and range51.3 m. The imped-
ance parameters:se510 kPa s m22 andae5100 m21.
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the barrier are the same as in the previous cases shown in
Figs. 7 and 8. Horizontal gaps of 0.7 and 0.07 m, respec-
tively, are chosen in Figs. 9 and 10 for the purpose of illus-
tration. It can be seen from Figs. 9 and 10 that the predic-
tions using both prediction methods match well, especially at
higher frequencies.

It is shown in Figs. 7–10 that the integral approach and
the ray method provide different ways of predicting the
sound field behind a barrier with horizontal gaps. These two
computational schemes give comparable numerical results.
However, the ray method is preferable because it provides a
physically interpretable solution and a more computationally
efficient scheme to predict the sound field behind a barrier
with horizontal gaps.

Next, we wish to investigate the accuracy of the ray
model for smaller gaps where dimensions are much smaller

than the wavelength of interest. This is of considerable prac-
tical importance because many gaps in timber barriers are of
the order of millimeter dimensions. In these cases, spreading
from a slot would be cylindrical with effective source posi-
tion centered on the gap. To establish the validity of the ray
model, we compare its result with that computed by the in-
tegral approach. In the numerical simulations, the maximum
gap size is set at one-third of the barrier height because any
large gap sizes would be unrealistic in a practical situation.
Again, the ground is assumed to be a hard, reflecting surface.
The transmission loss predicted by both models for different
gap sizes is shown in Fig. 11. We can see that the numerical
results agree well for these two prediction schemes, although
there is a slight mismatch for the case of 1 kHz. With these
comparisons, we are confident that the ray method is equally
applicable to wide gaps as well as smaller gaps.

FIG. 7. Comparison of the transmission loss calculated
according to the ray method~solid line! and the ap-
proximate integral equation method~chain line! for
source height of 0.5 m, receiver height of 1.5 m, and
barrier height of 3 m. The distances of source and re-
ceiver from the barrier are 7.5 and 22.5 m, respectively.

FIG. 8. Same as Fig. 7 except barrier height of 0.7 m
only.
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IV. EXPERIMENTS

A. Equipment used in indoor measurements

Indoor experiments were carried out in an anechoic
chamber with an effective size of 63634 ~high! m. The
attenuation of the barrier was measured by a maximum
length sequence system analyzer~MLSSA!. A low-end PC
with 32 MB RAM memory installed with an MLSSA card
was used. A 30-W Tannoy loudspeaker was used as a point
source. It was connected to an MLSSA card through an am-
plifier ~B&K 2713!. A BSWA TECH MK224 microphone,
together with a BSWA TECH MA201 preamplifier, was
used as a receiver. The microphone was connected to the
MLSSA card through a BSWA TECH amplifier MC102.
Two sets of measurements were conducted to study the ef-

fects of a vertical gap and a horizontal gap in a model barrier
with different configurations described in the following sec-
tions.

B. Experimental results for a vertical gap in a barrier

In this experiment, the barrier was made of two identical
hardwood boards, 0.26 m high and 2.44 m long. These two
hardwood boards were placed adjacent to each other and a
gap of 3 cm was left between them. The overall length of the
barrier was approximately 4.91 m. The plane containing the
source and receiver was perpendicular to the barrier plane.
That plane was placed either in the middle barrier gap or
offset from the middle of barrier gap. The barrier was placed
on an absorbing ground which was simulated by laying a

FIG. 9. Predicted transmission loss of a barrier with
leakage. Source height50.5 m, receiver height51.5 m,
source distance57.5 m, receiver distance522.5 m, and
barrier height of 3 m with a horizontal gap of 0.7 m
starting from the ground.

FIG. 10. Same as Fig. 9 except that the horizontal gap
is 0.07 m wide starting from the ground.
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thick layer of carpet on a hardwood board. Preliminary mea-
surements were conducted to characterize the impedance of
the ground surface. The two-parameter model was used to
compute the impedance of the ground. Best-fit parameters
for se and ae are 10 kPa s m22 and 100 m21, respectively.
Figure 12 shows typical measured and theoretical results by
Eq. ~4! for impedance characterization of the carpet.

The predictions by the integral method, cf. Eq.~5!, and
experimental measurements for a barrier with a vertical gap
are shown in Figs. 13 and 14. The width of the vertical gap,
the source and receiver heights, the distance from the source
to the barrier, and the distance from the barrier to the re-
ceiver are 0.03, 0.045, 0.045, 0.3, and 0.6 m, respectively. As
shown in the figures, the numerical predictions agree reason-
ably well with the experimental measurements. The experi-

ments were arranged such that the line of sight can be estab-
lished from source to receiver. Under this stringent
condition, other simple numerical models4,5 cannot be used,
but the proposed integral approach@see Eq.~5!# may be used
instead to predict the sound field with reasonable accuracy.

C. Experimental results for a horizontal gap in a
barrier

The barrier used in the experiments was made of a thin
hardwood board, 0.26 m high and 2.44 m long. The barrier
was raised up 0.018 m above the ground so that the effective
height of the barrier was 0.278 m with a gap of 0.018 m. The
total area of the gap was approximately 6.5% of the total area
of the barrier. The barrier was laid on a hardwood board,

FIG. 11. Predicted transmission loss of a barrier with
different gap sizes. Source height50.5 m, receiver
height51.5 m, source distance57.5 m, receiver
distance522.5 m, and barrier height of 3 m~a!
Frequency5500 Hz; ~b! Frequency51000 Hz; ~c!
Frequency52000 Hz; and~d! Frequency54000 Hz.

FIG. 12. Predicted and experimental results of a point
source above a carpet. Source height50.06 m, receiver
height50.06 m, and range51.3 m. The best-fit param-
eters are found to bese510 kPa s m22 and ae

5100 m21.
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which was varnished to ensure an acoustically hard surface.
The source and receiver were placed in the middle of the
barrier, and the height of the gap was measured from the
hard ground.

The numerical prediction using Eq.~9! and experimental
data for a model barrier with a horizontal gap are shown in
Figs. 15~a!–~d!. The source height and receiver heights are
0.065 and 0.105 m, respectively. The distance of the source
from the barrier is 0.5 m. Transmission loss is plotted against
the distance of the receiver from the barrier. The distance
ranges from 0.4 to 0.8 m. It can be seen that the numerical
results agree reasonably well with the experimental data in
the spatial domain. We have also compared the measured
and predicted transmission loss spectra for different source
and receiver configurations. The results are not shown for

brevity but the agreements between theory and experiments
are generally good.

D. Outdoor experiments

Outdoor field measurements were conducted to validate
the numerical schemes for the assessment of leakage due to
the presence of a horizontal gap in a barrier. A roadside
barrier with dimensions 75 m long and 1.87 m high was
under investigation. The roadside barrier was designed for
the noise abatement of a nearby community that was about
20 m from the nearside of an existing road. The barrier was
still under construction during the measurement periods. We
visited the site twice, in November and in March of the fol-
lowing year. In all measurements, Plexiglas® transparent

FIG. 13. Predicted and measured transmission loss
spectra of a barrier with height 0.26 m and a vertical
gap of width 0.03 m. The source and receiver are
aligned in the same plane perpendicular to the barrier,
i.e., no offset. In the measurements, the source and re-
ceiver are located at 0.045 m above an impedance
ground surface. The distances of source and receiver
from the barrier are 0.3 and 0.6 m, respectively. This
configuration contained line of sight between source
and receiver.

FIG. 14. Same as Fig. 13 but the source and receiver
are located at an offset of 0.1 m. This configuration
contained no line of sight between source and receiver.
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panels were installed above a hard ground. However, during
our first visit, a horizontal gap with 4.2% of the total barrier
height~size 0.08 m and located at 0.99 m above the ground!
was present in the barrier. By our second visit, the construc-
tion of the barrier was near completion, such that the gap was
sealed.

Noise emissions from passing vehicles were used as the
noise source. The roadside barrier was erected at the roadside
of a two-lane road with vehicles running in opposite direc-
tions in each traffic lane. Due to the construction of the bar-
rier, the traffic was reduced to a single lane. A traffic light
was used to control the traffic flow in a single direction at
any time. The distance of the effective source was estimated
to be 5.8 m from the barrier. The ground on either side of the
barrier was at different levels and was treated simply as
acoustically hard. The geometrical details of the outdoor ex-
periments with dimensions are shown in Fig. 16.

As a result of two site visits, we were able to record
experimental data ‘‘before’’ and ‘‘after’’ the gap was sealed.
The experimental data for the two field measurements were

collected essentially at the same receiver locations. This al-
lowed us to assess the barrier leakage by comparing two sets
of field data. Two RION NA-27 sound-level meters were
used to record the sound field. In each set of measurements,
a fixed sound-level meter was placed 1.28 m above the top
edge of the barrier as a reference position. The reference
position was chosen so that the effect of the barrier could be
minimized. Hence, the measured results at the reference po-
sition may be used to quantify the noise level generated by
the traffic. In addition, simultaneous measurements were
conducted at the reference position and a target receiver po-
sition. Five-minute A-weighted equivalent sound levels
(LAeq,5 min) were taken and three sets of measurements were
taken in each position. Five receiver positions, namely m1,
m2, m3, m4, and m5, as shown in Fig. 16, were chosen for
our measurements. Traffic flow on the lane was also counted
for reference purposes. It was shown that the predicted noise
levels based on the traffic flow count14 were consistent with
the measured results.

The attenuation, which was defined as the sound levels

FIG. 15. Predicted and measured
transmission loss of barrier with a
horizontal gap at different frequencies
for different distances from the re-
ceiver to the barrier. Source height
50.065 m, receiver height50.105 m,
and the distance from the source to the
barrier is 0.5 m.~a! Frequency57370
Hz; ~b! Frequency58100 Hz; ~c!
Frequency58840 Hz; and ~d!
Frequency59580 Hz.

FIG. 16. A schematic diagram for outdoor measure-
ments.
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between the reference and receiver positions, was calculated
by subtracting their corresponding equivalent sound levels,
LAeq,5 min. To assess the effect of the horizontal gap on the
acoustic performance of the barrier, we define the insertion
loss degradation of the barrier as the difference of the attenu-
ation between the before and after measurements. This also
allows us to validate our numerical scheme developed in
Sec. III.

Outdoor experiments to illustrate the effect of a horizon-
tal gap in barriers are shown in Fig. 17. We remark that it is
advantageous to use the insertion loss degradation in our
comparisons because it is insensitive to the change of the
source spectrum. In fact, a white-noise source spectrum is
assumed in our numerical predictions. The octave sound
fields are initially computed and subsequently weighted to
obtain the A-weighted noise levels. The change in
A-weighted noise levels with or without a horizontal gap can
then be calculated which gives the required insertion loss
degradation.

The insertion loss degradation is plotted against five dif-
ferent receiver positions. From outdoor measurements, it is
found that the 4.2%-gap has led to the degradation of the
insertion loss by an average of about 2dB~A! at different
receiver positions. Numerical predictions of the insertion
loss using Eq.~9! are shown in the same figure. It can be
seen that the discrepancy between the numerical models and
the experimental data is less than 2dB~A!, except at the re-
ceiver’s position m5. This position was closest to the neigh-
borhood community adjacent to the roadside barrier. The
large error of m5 was due to the ‘‘unwanted’’ disturbances
generated by local residents as a result of various community
activities.

V. CONCLUSIONS

The leakage of sound through barriers has been investi-
gated by using two different numerical methods. Numerical
comparisons of these two methods have suggested that both

schemes yield good accuracy as compared with experimental
data. The first method, which is based on an approximation
of the Helmholtz integral equation, reduces the problem to a
simple numerical integration procedure. This allows a more
straightforward implementation of a numerical scheme that
does not require the solution of a large set of simultaneous
equations. When the previous work was published,8 accurate
asymptotic formulas were not widely used to predict the
sound field above an impedance ground. We have demon-
strated that a more efficient calculation procedure can be
achieved through the use of the Weyl–van der Pol formula in
Eq. ~1!.

The second method is a ray approach based on Pierce’s
solution for the diffraction of sound around wedges. The ray
approach can be generalized to compute the sound fields
around a thin rigid barrier with horizontal gaps. It is advan-
tageous to use Eq.~16! to compute the noise levels around
barriers because the need for a numerical integration is not
required.
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Although accumulating evidence over the past two decades points towards noise as an ambient
stressor for children, all of the data emanate from studies in high-intensity, noise impact zones
around airports or major roads. Extremely little is known about the nonauditory consequences of
typical, day-to-day noise exposure among young children. The present study examined
multimethodological indices of stress among children living under 50 dB or above 60 dB
~A-weighted, day-night average sound levels! in small towns and villages in Austria. The major
noise sources were local road and rail traffic. The two samples were comparable in parental
education, housing characteristics, family size, marital status, and body mass index, and index of
body fat. All of the children were prescreened for normal hearing acuity. Children in the noisier
areas had elevated resting systolic blood pressure and 8-h, overnight urinary cortisol. The children
from noisier neighborhoods also evidenced elevated heart rate reactivity to a discrete stressor
~reading test! in the laboratory and rated themselves higher in perceived stress symptoms on a
standardized index. Furthermore girls, but not boys, evidenced diminished motivation in a
standardized behavioral protocol. All data except for the overnight urinary neuroendocrine indices
were collected in the laboratory. The results are discussed in the context of prior airport noise and
nonauditory health studies. More behavioral and health research is needed on children with typical,
day-to-day noise exposure. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1340642#

PACS numbers: 43.50.Qp, 43.50.Lj@MRS#

I. INTRODUCTION

Although the predominant health concern of chronic
noise exposure is auditory damage, increasing attention is
being paid to the nonauditory health effects of noise. The
nonauditory effects of noise have been conceptualized in
terms of stress, suggesting that chronic noise exposure leads
to an overload of stimulation that is experienced as an irri-
tating, annoying stimulus that interferes with relaxation as
well as the ability to concentrate~Broadbent, 1971; Evans
and Cohen, 1987; Lercher, 1998!. The uncontrollability of
chronic noise exposure also appears to be a salient aspect of
its stressful properties~Cohenet al., 1986; Glass and Singer,
1972!. Evidence that noise can function as a stressor includes
elevated psychophysiological activation, greater psychoso-
matic symptoms of anxiety and nervousness, and deficits in
motivation indicative of helplessness~Cohen et al., 1986;

Evans, 2001; Ising, Babisch, and Kruppa, 1999; Ising and
Braun, 2000; Kryter, 1994; Lercher, 1996; Medical Research
Council, 1997!. It is important to recognize that most of the
evidence for these findings comes from individuals with no
discernible hearing deficits. Nonauditory effects of noise ap-
pear to occur at levels far below those required to damage
hearing.

The present study fills a gap in the noise and health
effects literature by examining stress outcomes of typical,
everyday community noise exposure among children. Prior
work on the stress effects of noise has focused on high-
intensity noise, predominantly occupational and airport noise
sources, which typically exceed day-night sound levels (Ldn)
of 70 dBA ~Kryter, 1994; World Health Organization, 1995!.
We currently know very little about the nonauditory health
effects of chronic, lower intensity, everyday noise exposure.
A typical urban neighborhood residential area in the United
States ranges from 55 to 70 dBALdn ~Kryter, 1994!. In the
European Union about 20% of the population lives in areas
with daytime Leq.65 dBA ~Gottlob, 1995!.

a!Electronic mail: gwe1@cornell.edu
b!Electronic mail: peter.lercher@uibk.ac.at
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Psychophysiological activation, particularly blood pres-
sure, has been inconsistently related to occupational noise
~Babisch, 1998; Medical Research Council, 1997; Thomp-
son, 1993! but is correlated with airport noise exposure
among children~Cohen et al., 1986; Evans, Hygge, and
Bullinger, 1995; Evans, Bullinger, and Hygge, 1998a; Ising
et al., 1990; Regecova and Kellerova, 1995!. Herein, we ex-
amine both cardiovascular and neuroendocrine sequelae of
low-intensity noise exposure among young children. Further-
more, only one prior developmental study has examined psy-
chosomatic symptoms of high-intensity noise, revealing a
positive correlation between aircraft noise and high stress
symptoms among 11-year-olds~Evanset al., 1995!. Thus,
we need to determine whether more typical community noise
exposure has analogous impacts.

Beginning with the pioneering work of Glass and Singer
~1972!, many studies have demonstrated, both in the labora-
tory and in the field, that exposure to high-intensity, uncon-
trollable noise can cause motivational deficits~Cohen, 1980!.
Work with children has shown that chronic aircraft noise
exposure is associated with similar deficits~Bullinger et al.,
1999; Cohenet al., 1986; Evanset al., 1995!.

All prior nonauditory noise research with children with
one exception~Evanset al., 1998a! is cross sectional, and
thus subject to concerns about the comparability of noise and
quiet community samples. Although most of these studies
have employed statistical controls for social class, none has
examined a wide range of other potentially important vari-
ables including biological~e.g., gender!, social ~e.g., family
size!, or other environmental conditions~e.g., housing!. Thus
in addition to examining the potential nonauditory health
concomitants of regular, everyday community noise expo-
sure, we investigate other biological, social, and environ-
mental variables that might covary with community noise
exposure and nonauditory health.

II. METHOD

A. Sample

The sample consists of 115 children in grade 4 who
were selected from a large, representative sample of children
living in the lower Inn Valley of Tyrol Austria. This area
consists of small towns and villages with a mix of industrial
and agricultural activities in rural areas outside of Innsbruck.
The purpose of the larger study is to investigate alpine envi-
ronmental conditions in Austria and monitor over time how
changes in environmental quality are related to children’s
physical and mental health. The selected subsample was cho-
sen for the purpose of more in-depth investigation of chil-
dren exposed to either relatively low or relatively high, typi-
cal community noise levels. The primary noise sources are
road and rail traffic. One half of the sample reside in neigh-
borhoods below 50 dBA~day-night average sound level!
(M546Ldn) and one half live in areas above 60 dBA (M
562Ldn). The interquartile range of sound levels in the low
exposure sample was 34–50 dBA,Ldn with 1% peak levels
57 dBA. For the high exposure group the interquartile range
was 52–71 dBA,Ldn, with an L1574!. Overall median
night rail sound levels were 3 dBA higher than daytime lev-

els and road traffic levels during the day exceeded night-time
levels by 7 dBA. Noise measurement was based on sound
exposure modeling data~Soundplan! according to Austrian
guidelines~OAL Nr. 28130, ONORM 8 5011!. Afterwards,
calibration was conducted and corrections were applied to
the modeled data based on day and night recordings from 31
measuring points. Based on both data sources, approximate
day–night levels~Ldn in dBA! were calculated and linked via
GIS to each home address.

Table I depicts basic background information for the
two samples. Note that the samples do not differ on any of
these variables. The sociodemographic homogeneity of the
selected subsamples also closely matches the overall repre-
sentative sample and is consistent with Austrian national
census data for rural, alpine regions.

B. Procedure

The children were tested individually in a mobile labo-
ratory that was climate controlled and sound attenuated
(Leq,35 dBA). The experimenter was blind to the child’s
ambient noise condition. Data collection from the children
took approximately 1 h and consisted of three general topics:
noise annoyance, cognitive processing, and stress. All chil-
dren were given the same protocol in the exact same order.
Given the focus of the present article on stress, only these
measures are detailed.

School children were tested in the trailer for normal
hearing with a calibrated screening audiometer~EFEU type
A 120!. The audiometer and training of the testers were pro-
vided by the Environmental Protection Agency in Berlin and
its exclusion criteria applied~30 dB at 250 or 500 Hz or 4
kHz!.

1. Psychophysiological stress

Overnight~8-h! urine was collected with the assistance
of the child’s mother. The total volume was measured and
four small subsamples were randomly extracted. For two of
these thepH was adjusted with HCl to reduce catecholamine
oxidation. The four subsamples were immediately frozen and
stored at270 °C until assayed. The catecholamines, epi-

TABLE I. Sample background information.

Low noise
sample

High noise
sample Statistic

Age 9.90 10.25 t(113),1.0a

Gender
~% male! 54 60 X2(1),1.0
Mother’s education 2.50 2.44 t(112),1.0
(15,high school255graduate school)
% Single parent 7 5 X2(1),1.0
Family size 4.33 4.41 t(113),1.0
Density
~people/room!

0.80 0.84 t(112),1.0

Housing type
% multiple dwelling 22 27 X2(2)52.47, ns
% row house 26 14
% single family detached 52 59
Body mass index
~kg/m2!

17.31 17.77 t(107),1.0

aDegrees of freedom vary because of missing data.
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nephrine and norepinephrine, were assayed with high-
performance liquid chromatography~HPLC! with electro-
chemical detection~Riggin and Kissinger, 1977! and free
cortisol ~Schoneshoferet al., 1985! and 20a-dihydrocortisol,
a cortisol metabolite~Eisenschmidet al., 1987; Schoneshor-
fer et al., 1986! with HPLC. Recent biochemical research
indicates that 20a-dihydocortisol may be a more sensitive
index of chronically elevated corticosteroids. Urinary corti-
sol, epinephrine, and norepinephrine are valid indices of
chronic stress~Baum and Grunberg, 1995!. Resting blood
pressure was evaluated while the child was seated quietly.
After acclimating the child to the apparatus and an initial
practice reading, two blood-pressure readings were taken
with a calibrated sphygmomanometer~Bosch, Sysditon
model! over a 6-min period. These two readings were then
averaged. Resting heart rate was monitored continuously
~Polar Accurex Plus! over the 6-min rest period and during
the experimental protocol. Heart rate reactivity was calcu-
lated by subtracting the mean resting heart rate from the
average heart rate during the most stressful part of the pro-
tocol ~a difficult reading test that lasted approximately 5
min!.

2. Motivation

An adaptation for children of the Glass and Singer
~1972! stress-aftereffects test was given to measure motiva-
tional deficits~Evanset al., 1995!. Children were given geo-
metric puzzles consisting of common objects~e.g., animals!
interconnected by lines. The child’s task was to trace over
the lines between all of the objects without going over any
line twice or lifting their pencil. Multiple copies of the same
puzzle were stacked in a pile, and the children instructed to
work on each puzzle until solved or to take another copy
when they wished to try it again. The children were informed
that they could work on the first pile of puzzles until solved
or they felt unable to complete the puzzle. At that point they
could move on to a second set of puzzles. The children were
also informed that once they moved on to the second pile of
puzzles, they could not return to the first pile. Unbeknownst
to the child, the first pile of puzzles was unsolvable. The
number of puzzles attempted on the first pile of puzzles is the
index of motivation. The second set of puzzles was solvable
to insure that all children completed the procedure with a
success experience. All children were assured that they did
very well and that most children find the initial puzzle very
difficult. Many studies of both acute and chronic stressors
have shown the sensitivity of performance on this task to
exposure to uncontrollable stressors including noise, crowd-
ing, and electric shock~Cohen, 1980; Evans, 2001; Glass
and Singer, 1972!. The child-adapted version of this proce-
dure has also proven reliable in measuring exposure to both
crowding and noise~Evans, 2001!. The measure is believed
to reflect motivational deficits indicative of learned helpless-
ness because of its sensitivity to experimental or naturalistic
variability in controllability of adverse stimuli. This measure
is also sensitive to individual differences in control-related
beliefs ~e.g., locus of control! ~Cohen, 1980; Evans, 2001;
Glass and Singer, 1972!.

3. Stress symptoms

A symptoms subscale of a standardized German instru-
ment for the assessment of stress in children, Streßerleben
und Streßbewa¨ltigung im Kindesalter~SSK! ~Lohauset al.,
1996! was administered to each child. The SSK subscale for
stress symptoms consists of eight, 3-point ratings~never,
sometimes, often! of symptoms for the previous week.
Sample items include ‘‘felt tired,’’ ‘‘didn’t have a good ap-
petite.’’ The eight items formed a coherent scale (a
50.62). As a partial check on ambient noise exposure, each
child was also asked to indicate how noisy he/she felt their
neighborhood was on a three-item, 4-point rating scale (a
50.72).

III. RESULTS

As a partial check on the ambient noise comparisons,
children from noisier areas rated their neighborhoods as sig-
nificantly more noisy (M52.57, s.d.50.86) than those from
relatively quiet areas (M52.21, s.d.50.75), t(113)52.35,
p,0.01 ~all significance levels are one tailed, unless other-
wise noted!. Except where noted there were no interactions
between gender and noise exposure, and thus the results are
collapsed across gender. As expected, given the homogeneity
of the two samples~Table I!, statistical controls for back-
ground factors had no impact on the results.

As shown in Table II, children exposed to higher levels
of ambient noise had marginally elevated resting systolic
blood pressure in comparison to their low-noise counterparts,
t(107)51.34,p,0.09. Degrees of freedom vary throughout
because of missing data. Both resting diastolic blood pres-
sure and heart rate were equivalent between the two groups
~see Table II!. However, the noise group had higher reactiv-
ity to the acute stressor~difficult reading test! than the quiet
group, t(106)51.74, p,0.04. Addition of a statistical con-
trol for body fat ~body mass index! had no effect on the
results and thus was omitted from the analyses of cardiovas-
cular functioning. Overnight resting epinephrine levels were
equivalent for the quiet and noisy groups,U51388, p
,0.23. Similar results were found for urinary norepineph-
rine, U51617, p,0.97. Total free cortisol was elevated in
the noise group relative to the quiet group,U51273, p
,0.05, as was the 20a-hydroisomers,U51184, p,0.02.
Because the neuroendocrine data were highly skewed, non-
parametric tests~Mann-Whitney U! were employed.

TABLE II. Psychophysiological results.

Low noise sample High noise sample

Diastolic blood pressure 73.00 mmHg 72.75 mmHg
Systolic blood pressure 115.32 mmHg 117.29 mmHgc

Heart rate 89.99 bpma 90.43 bpm
Heart rate reactivity 3.87 bpm 5.81 bpmc

Epinephrine 697.96 ng/8 hb 690.48 ng/8 h
Norepinephrine 8920.38 ng/8 h 9900.86 ng/8 h
20A-dihydrocortisol 7.75 ug/8 h 9.80 ug/8 hc

Cortisol 3.86 ug/8 h 4.87 ug/8 hc

abpm5beats per minute.
bh5hours.
cStatistically significant difference~see the text for details!.
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Children from the noisier neighborhoods reported
greater stress symptoms over the previous week (M51.55,
s.d.50.38) in comparison to those from quiet areas (M
51.39, s.d.50.34), t(113)52.41,p,0.005.

Table III depicts the motivation results. For the number
of attempts on the unsolvable puzzle, there was a significant
gender by noise interactionF(1,111)54.61, p,0.03 ~two
tailed!. Inspection of the simple slopes revealed that noise
had no effect on motivation for the boys@b50.93, t(111)
51.41 ns#; whereas for girls, increases in noise were related
to decreased task performance@b521.24, t(111)51.62,
p,0.05]. There were no main effects for noise or gender on
motivation.1 Given prior research showing similar patterns of
motivational deficits and residential density, the above analy-
sis was repeated with an additional control for density
~people per room!. The statistical interaction remained sig-
nificant with this additional control.

IV. DISCUSSION

To our knowledge the present results represent the only
published data on the nonauditory health effects of typical,
ambient community noise levels. Utilizing a cross-sectional
sample of fourth-grade children from towns and villages in
alpine areas in Austria, we provide evidence that differences
among low-intensity, common everyday noise exposures
may have health consequences for children. Children resid-
ing in noisier areas of communities have marginally higher
resting systolic blood pressure, greater heart rate reactivity to
an acute stressor~a test!, and higher overnight cortisol levels
indicative of modestly elevated physiological stress. Recall
also that these physiological measures were taken at rest, and
in the case of the cardiovascular measures, under well-
controlled, quiet conditions. Since the overnight neuroendo-
crine measures were taken at home overnight, noise exposure
during the assessments were different for the two samples.
However, the overnight data represent the long-term, ha-
bitual noise environment, which typically remains stable
over time. The combination of elevated cardiovascular and
neuroendocrine measures provides support for the stress
model of chronic noise exposure~Baum and Grunberg, 1995;
Evans and Cohen, 1987!. These elevations are similar but
smaller than those found in prior studies of high-intensity
aircraft noise exposure among children~Evans, 2001; Medi-
cal Research Council, 1997!. Although the degree of physi-
ological activation is modest and well below levels indica-
tive of pathology, it does suggest that children living in
noisier areas of residential communities are subject to stress.
This interpretation is bolstered by the findings that these
same children also report higher levels of stress symptoms
on a standardized scale. The latter data also replicate and

extend the one prior finding on chronic, high-intensity airport
noise exposure and psychological distress in children~Evans
et al., 1995!.

When people are continuously confronted with aversive
stimuli that they cannot control, negative motivational con-
sequences ensue~Peterson, Maier, and Seligman, 1993!.
Learned helplessness describes a syndrome in which the or-
ganism learns that the outcomes of its efforts to control or
escape from an uncontrollable stimulus are futile~Seligman,
1975!. Several studies have shown that both acute and
chronic high-intensity noise are capable of inducing helpless-
ness~Cohen, 1980; Evans, 1998; Glass and Singer, 1972!.
The present motivational results replicate three prior airport
noise studies~Bullinger et al., 1999; Cohenet al., 1986;
Evanset al., 1995!, but demonstrate the noise–helplessness
relation only among girls. There is evidence in the general
learned-helplessness literature of greater vulnerability to
helplessness among females~Dweck and Elliot, 1983!. Fur-
thermore, a recent residential crowding study found the same
gender interaction pattern~Evanset al., 1998b!.

Although the two groups of children in the present study
reside in sociodemographically homogeneous communities
and are very similar on a host of background variables~see
Table I!, the results are based on a cross-sectional design.
We have demonstrated that typical, relatively low-intensity
community noise is associated with modest, nonauditory
health effects. The data need replication, preferably in a pro-
spective, longitudinal study. Our intention is to monitor these
same children over time with expected changes in noise lev-
els coincident with Austrian compliance with European
Union-mandated improvements in transportation infrastruc-
ture.

Since the geographic location of the present study is in
small towns and villages in an alpine region, it would also be
good to extend the findings to urban residential areas. It
would also be valuable to evaluate children’s nonauditory
health responses to acute noise under laboratory conditions.
We currently have a much more developed knowledge base
on the nonauditory health effects of atypical, high-intensity
noise exposure among children. We need to learn more about
the potential consequences of typical ambient noise condi-
tions for children’s nonauditory health and well being.
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1Use of the more conventionalt tests to compare individual group means
yielded the same pattern of results; for boys there was no noise effect,
t(64)51.31, whereas for girls there was an effect,t(47)51.83, p,0.04.
Tests for the simple slope are preferable, however, because they enable use
of the overall error term in the analysis~see Aiken and West, 1991!.

TABLE III. Motivation results~number of puzzle attempts!.

Sex

Noise

Low High

Male 4.91 5.54
Female 5.50 4.26
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Relation of acoustical parameters with and without
audiences in concert halls and a simple method
for simulating the occupied statea)
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Five acoustical parameters—reverberation time RT, early decay time EDT, clarityC80, strengthG,
and interaural cross-correlation coefficient IACC—were measured using identical procedures with
and without audiences in six concert and opera halls. Reverberation times without audiences were
measured in 15 additional halls using the same measuring techniques as for the six halls above, but
for full occupancy the data were taken from musical stop chords at symphonic concerts. This paper
shows that in all halls~1! the occupied RT can be predicted from the unoccupied RT using a linear
regression equation,y5a2b exp(x), within acceptable limits, at low- and mid-frequencies. It is also
shown for the six halls that~2! occupiedC80’s are predicted accurately from unoccupied values by
the newly proposed equation;~3! G’s with and without audiences are highly correlated by a first
degree linear regression equation; and~4! IACCs have nearly the same value in both occupied and
unoccupied halls. As a separate subject, the successful use of a cloth covering for seats in a concert
or opera hall to simulate the occupied condition has been developed. ©2001 Acoustical Society
of America. @DOI: 10.1121/1.1340649#

PACS numbers: 43.55.Br, 43.55.Fw, 43.55.Gx, 43.55.Mc@JDQ#

I. INTRODUCTION

Room acoustical parameters have evolved in the litera-
ture for the purpose of evaluating the acoustical quality of
concert and opera halls. It is important that the values of
these parameters be available for the occupied state of a hall
if an evaluation is to be meaningful. However, in existing
halls, arranging for exact measurements at many seats with
100% audience is almost impossible. Hence, occupied values
in halls are usually derived from unoccupied data employing
some empirical and/or physical assumptions. Existing meth-
ods for accomplishing this transformation are known to be
inaccurate and the extent of their inaccuracies is not known
~Barron and Lee, 1988; Bradley, 1991; Fukuchi and Fuji-
wara, 1985; Jordan, 1980; Meyer, 1978; Nagata, 1991;
Schultz, 1980!. References to earlier works appear in perti-
nent places later.

Based on exact measurements of five common acousti-
cal parameters, with and without audiences, the purposes of
this research are:a to find more accurate formulas for con-
version of unoccupied to occupied values; andb to demon-
strate a practical method for obtaining occupied data in a hall
without employing a live audience.

II. BASIC ACOUSTICAL DATA

A. Exact measurements

Five acoustical parameters—reverberation time, RT,
early decay time, EDT, clarity,C80, strength,G, and inter-
aural cross-correlation coefficient IACC—were measured

precisely in the six halls of Table I in octave bands employ-
ing the procedures of ISO 3382~1997! and definitions in
Beranek~1996! and Hidakaet al. ~2000!. The sound source
for the measurements was a dodecahedral loudspeaker~di-
ameter of each diaphragm5120 mm! that was accurately
calibrated in an anechoic room~ISO 3745, 1977! and a re-
verberation chamber~ISO 3741, 1988!. The acoustic signals
that it produced in the hall were recorded at various positions
both monaurally and binaurally. For the monaural measure-
ments omnidirectional microphones were employed. For the
binaural measurements either~a! dummy heads with imbed-
ded microphones at eardrum positions, along with artificial
torsos, or~b! persons with tiny microphones taped at the
entrances to their ear canals, were employed. The radiated
acoustic signal was a time-stretched impulse~Appendix A!
generated ten times in succession so that when analyzed the
S/N ratio would be improved by synchronous summation.
The time required for one measurement~i.e., all seats simul-
taneously or for any one seat in a sequence! was about 1 min.

The recorded monaural and binaural impulse responses
were convolved with the impulse responses of an octave-
band filter set with mid-frequencies from 125 to 4000 Hz.
From those results each of the acoustical parameters was
calculated. The early decay time EDT was determined from
the best regression line for the initial 10 dB of the decay
curve.

During a measurement, the positions of the sound source
and the receivers are shown in Fig. 1. The source was placed
on the center line of the hall, 3 m from the front edge of the
stage, at a height of 1.5 m~designated byS0!. The receivers
were distributed uniformly at 8 to 21 positions, throughouta!Presented at the ASA/ICA meeting in Seattle, Washington, 25 June 1998.
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the audience areas. The number was determined by the sym-
metry, the size, and the number of balconies. For example,
on the main floor the measurement positions would be
spaced five or six rows apart, more than 1 m off the center-
line of the hall, and more than 2 m from the side and rear
walls.

Short descriptions of the halls studied are shown in
Table I. The range in volumes is from 3576 to 15 300 m3 and
the upholstering of the seats ranged from very light to heavy.
Briefly, the principal architectural features are as follows:
The Kanagawa Auditorium is fan-shaped with no balcony.
The Hamarikyu and Mitaka halls are shoebox-shaped with
one balcony. The NNT Medium Theater is wide fan-shaped,
with one balcony, a proscenium stage, and a low reverbera-
tion time. The NNT Opera House is mildly fan-shaped and
has three balconies. The TOC Concert Hall has two balco-
nies and is rectangular below the ceiling line, but the ‘‘ceil-
ing’’ is a high distorted pyramid. Further information about
some of the halls are documented in references: NNT Opera
House ~Beraneket al., 2000!; NNT Medium Theater~Be-

ranek et al., 1998!; TOC ~Hidaka et al., 2000! and Hama-
rikyu ~Beranek, 1996!.

For the measurements in the NNT Opera House and
Medium Theater, the prosceniums were open~no curtain!,
the orchestra pits were lowered to their normal position~2.2
m below the stage level!, and the fly towers were made
equivalent in sound absorption to those at opera perfor-
mances by hanging and installing complete sets of curtains
and stage equipment. At the Kanagawa Auditorium, the
stage enclosure designed for chamber music recitals was in
place. The TOC, Mitaka, and Hamarikyu Concert halls have
neither fly towers nor stage enclosures, although TOC has a
canopy over the stage.

Throughout the measurements, all architectural condi-
tions inside the hall with and without audiences were exactly
the same. In the TOC hall measurements were conducted
both before and after installation of the pipe organ~desig-
nated TOC-no-organ or -organ in this paper!. There were no
players on stage or in the orchestra pit at the time of the
exact measurements. For the three chamber-music halls,

FIG. 1. Definition of receiver loca-
tions and source position in the TOC
Concert Hall ~Hidaka et al., 2000!.
These locations and position were
used typically in all halls studied.

TABLE I. The six halls in this study for which the measured unoccupied and occupied data were measured
accurately.V is room volume;STotal is the total surface area, including~a! SA the area over which the audience
sits, with edge effect included~Beranek, 1996! and ~b! S0 the area over which the orchestra sits; andN is the
number of seats. The degree of upholstering of the seats is shown. Also listed are the reverberation times
~averages at 500 and 1000 Hz! for the halls, occupied and unoccupied, and the number of receivers~micro-
phones and dummy heads! used for the measurements. The numbers in parentheses are standard deviations.

Hall
V
m3

STotal

m2
SA

m2
N
–

Seat
–

RTM ,occ

s
RTM ,unocc

s
Num. of
receivers

Kanagawa Auditorium 3576 1723 418 482 Heavy 1.25
~0.05!

1.23
~0.02!

8

Hamarikyu Asahi Hall 5800 2570 395 552 Medium 1.81
~0.06!

1.99
~0.06!

13

Mitaka Concert Hall 5500 2315 413 625 Very
Light

1.92
~0.07!

2.49
~0.03!

13

New National Theater,
Medium Theater

7200 2786 614 1038 Very
Light

1.05
~0.04!

1.31
~0.04!

12

New National Theater,
Opera House

14 500 5666 1153 1810 Very
Light

1.49
~0.07!

1.80
~0.05!

21

Tokyo Opera City
Concert Hall

15 300 5843 1052 1632 Very
Light

2.16
~0.09!

2.92
~0.03!

17
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Hamarikyu, Mitaka, and Kanagawa, the absorption powers
of a few players on stage were negligible compared to the
total absorptions. Previous studies yielded the absorption
powers~in m2! of two sizes of orchestras in a concert hall
and in an opera house~see Table AI!. For the TOC concert
hall, the NNT opera house and the NNT medium theater,
knowing V and RT, the total absorption powers~without
orchestra! were determined from the denominator of Eq.~2!
of Sec. II A. The absorption power of 92 orchestra players
was added to the value just determined for the TOC hall; that
of 80 players for the NNT opera; and that of 40 players for
the NNT theater. The RTs were then recalculated and are
shown in the first rows of Table II, and are used in the figures
and tables that follow. The numerical values in this paper are
a little different from those in other published documents
because those reported here were obtained before the final
tuning took place.

B. RT measurements from musical stop chords

In addition to the RTocc and RTunocc data obtained as
discussed above, measurements were carried out in 15 other
halls ~see Table II!. In each, the unoccupied data were taken
as in Sec. I A above, but the occupied data were obtained
from decay curves associated with stop chords recorded dur-
ing concerts with full audience. Only one or two measure-
ment positions in the audience were possible during a con-
cert. In the Orange County Hall the music was recorded by
an air-monitor microphone. In the Katsushika Hall, the mi-
crophone was hung above the stage as for a professional
recording.

Since there are various factors that can affect the values
of RTocc measured from music stop chords, data from other
researchers are not used in this paper. Analysis procedures
and measurement precautions for RTs determined from stop
chords are presented in Appendix B.

The standard deviations of the data for any one hall that
were obtained from a succession of stop chords recorded
during concerts at one or two audience positions is large
owing to combinations of~a! the small number of decay
curves,~b! the limited spectral components in each chord,
and ~c! the number and arrangement of the musicians on
stage. Obviously, the impulse method with measuring sta-
tions at 8 to 21 positions is much more accurate. Finally, all
decay times recorded from stop chords were made during
full symphonic concerts, i.e., music from chamber groups
was not judged suitable.

III. PREDICTION OF OCCUPIED ACOUSTICAL
PARAMETERS FROM UNOCCUPIED VALUES

A. Reverberation time, RT

1. Prediction of occupied RT from unoccupied RT
when chair characteristics are unknown

Plotted in Fig. 2 are the exact measurements for the six
halls of Table I ~solid dots, whose numbers are given in
Table II! and the stop chord data for the lower 15 halls of
Table II ~3’s!. The vertical bars give the variation range of
the RTs for the 9 to 15 stop chords. The dotted lines mean
60.1 s relative to the solid lines. To obtain the solid lines on
the graphs of Fig. 2, the best linear regression model was
used that minimizes the Akaike’s Information Criterion

TABLE II. List of RTs measured for the 6 1/1 octave bands in 22 halls; all of the unoccupied values and the occupied values of upper seven halls were
measured by the exact method in accordance with ISO 3382. RTs of NNT Opera, NNT Medium, and TOC are compensated by adding absorption power of
the orchestra. The occupied values of lower 15 halls were obtained from music stop chord with Schroeder Integration Method~SIM!, where the numerical
numbers are shown only when 8 or more stop chords were available for the analysis.

Hall

Unoccupied Occupied

125 250 500 1000 2000 4000 L M 125 250 500 1000 2000 4000 L M

Hamarikyu Asahi 1.64 1.74 1.93 2.05 1.97 1.73 1.69 1.99 1.60 1.63 1.73 1.89 1.79 1.60 1.62 1.78
Mitaka Concert 2.02 2.22 2.38 2.60 2.41 2.03 2.12 2.49 1.90 1.95 1.95 1.88 1.74 1.44 1.95 1.90
NNT Opera 1.67 1.64 1.73 1.84 1.71 1.41 1.65 1.79 1.60 1.57 1.46 1.44 1.35 1.26 1.59 1.45
NNT Medium 1.33 1.27 1.29 1.34 1.44 1.31 1.30 1.31 1.24 1.13 1.06 1.02 1.01 0.93 1.18 1.04
TOC no-organ 2.25 2.65 2.86 2.98 3.12 2.92 2.45 2.92 2.16 2.08 2.13 2.02 1.88 1.65 2.12 2.08
TOC organ 2.11 2.56 2.74 2.85 2.92 2.67 2.33 2.80 1.99 1.97 1.91 1.87 1.77 1.58 1.98 1.89
Kanagawa Auditorium 1.07 1.14 1.23 1.28 1.25 1.15 1.11 1.25 1.09 1.12 1.22 1.28 1.17 1.10 1.11 1.22

Boston Symphony 2.14 2.16 2.31 2.69 2.79 2.45 2.15 2.50 1.82 1.86 1.87 1.84 1.65 1.36 1.84 1.86
Vienna Gross. Musik 2.94 2.93 3.01 2.97 2.66 2.19 2.94 2.99 2.11 2.13 1.94 1.84 1.65 1.48 2.12 1.89
Munich Gasteig 2.39 2.17 2.24 2.27 2.29 2.05 2.28 2.26 2.15 1.99 1.95 1.97 2.01 1.90 2.07 1.96
Berlin Konzerthaus 2.84 2.78 2.51 2.44 2.24 1.90 2.81 2.48 2.53 2.34 2.05 1.87 1.74 1.59 2.44 1.96
Vienna Staatsoper 1.84 1.61 1.55 1.54 1.44 1.28 1.73 1.55 1.65 1.51 1.37 1.23 1.14 1.03 1.58 1.30
Suntory Hall 2.15 2.31 2.44 2.57 2.59 2.30 2.23 2.51 2.14 2.08 1.95 2.03 2.00 1.77 2.11 1.99
Tokyo Met. Art 2.84 2.54 2.45 2.43 2.36 2.14 2.69 2.44 2.50 2.23 2.11 2.15 2.06 1.91 2.37 2.13
Orchard Hall 2.29 2.25 2.22 2.27 2.28 2.04 2.27 2.25 2.05 1.95 1.83 1.77 1.64 1.42 2.00 1.80
Katsushika Symphony 2.10 1.90 2.00 1.85 1.65 1.40 2.00 1.93 2.02 1.89 1.74 1.64 1.58 1.52 1.96 1.69
Kanagawa Kenmin 1.69 1.56 1.72 2.09 2.15 1.90 1.63 1.91̄ 1.47 1.43 1.43 1.39 1.25 ¯ 1.43
Sumida Triphony 2.18 2.02 2.25 2.28 2.21 1.94 2.10 2.27̄ 2.04 1.91 1.85 1.74 1.48 ¯ 1.88
NHK Hall 2.40 1.95 1.90 2.05 2.00 1.65 2.18 1.98 ¯ ¯ 1.63 1.72 1.75 ¯ ¯ 1.68
Orange County 2.28 2.14 2.14 2.27 2.10 1.83 2.21 2.21̄ 1.85 1.61 1.53 1.38 1.08 ¯ 1.57
Munich Herkules 2.29 2.06 2.18 2.28 2.19 1.90 2.18 2.23̄ 2.01 1.88 1.63 1.76 ¯ ¯ 1.76
Sapporo Symphony 2.31 2.03 2.08 2.17 2.13 1.89 2.17 2.13̄ ¯ ¯ 1.93 ¯ ¯ ¯ ¯
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~Akaike, 1973!,1 AIC, defined as @22~maximum log-
likelihood of statistical model!12~number of parameters in
the model!#, which comes out to be

RTocc5a2b3exp~2RTunocc!. ~1!

When the hall is occupied we designate the RT as RTocc and
unoccupied as RTunocc. The coefficients of this best regres-
sion equation are tabulated in Table III, and the suffix ‘‘L,’’
‘‘ M,’’ and ‘‘3bands’’ means the average over 125 and 250
Hz, 500 and 1000 Hz, and 500, 1000, and 2000 Hz, respec-
tively, in the following. At mid-frequencies, it is seen that
the regression lines tend to level off near 2.0 to 2.2 s~occu-
pied values!. This was shown by Beranek~1996, p. 437! to
be true of all concert halls, presumably because higher rever-
beration times are not desirable for today’s symphonic rep-
ertoires~see Fig. 3!. The other coefficients (a* ,b* ) in Table
III are for Eq. ~1! corresponding to the exact RT measure-
ment values without orchestra in the six halls, and are listed
here for use later.

The spread for the RTs obtained from stop chords in the
bottom four bands is reasonable because in any given hall
only one seat was often available for the measurement, and
any one stop chord may have had less than full instrumental
participation. For the two higher bands, the spread is greater
due, in part, to relative humidity and temperature differences,

in part to the fact that the audiences may have had different
clothing and in part to such unknown factors as the state of
sound diffusion. For example, if the RT is calculated for
TOC-no-organ using one of the customary temperature/
humidity conditions found in European halls, 20 °C and
30%, the RTs at 2000 and 4000 Hz are lower by 0.05 and
0.26 s, respectively, from values measured in Tokyo, 23 °C
and 63%. Similarly for other halls, with RT'2 s and assum-
ing 20 °C, reductions in the RTs at 4000 Hz equal to 0.3 s
would occur if the relative humidities were to drop from

FIG. 2. Plot of occupied RTs versus unoccupied RTs for the octave bands with mid-frequencies from 125 to 4 kHz, where the RTs for the 6 halls of Table
I are shown by the solid dots and the ‘‘3’s’’ are for stop chords taken in 15 other halls in Table II~usually at very few audience positions at very few
concerts!. The vertical bars give the variation range of the RTs for the eight or more stop chords used in each case. The solid line is calculated from the best
regression values of Eq.~1! and the dotted line means60.1 relative to the solid line. The TOC-no-organ, symbolized by~A!, and TOC-organ~B! points are
measurements made before and after the installation of a pipe organ. Also, we know from successive measurements made in the TOC Hall that audiences
absorb sound slightly differently at different times, even though the exact absorption power of the pipe organ, based on independent measurements, was taken
into account.

TABLE III. Regression coefficients,a and b, obtained by the least square
method for the reverberation time determined in each of the six octave
bands with mid-frequencies from 125 to 4000 Hz. The equation, RTocc5a
2bexp(2RTunocc), was chosen as the proper form because it minimizes the
Akaike’s Information Criteria~AIC!. The coefficients,a* andb* , are those
without orchestra obtained from the exact measurement at six halls in Table
I.

Frequency
~Hz! 125 250 500 1000 2000 4000 L M

a 2.58 2.46 2.31 2.19 2.07 1.84 2.52 2.26
b 4.83 4.50 4.26 3.91 3.48 2.45 4.69 4.15

a* 2.49 2.37 2.33 2.24 2.15 1.93 2.42 2.28
b* 4.37 4.13 4.24 3.96 3.83 2.82 4.24 4.10
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50% to 30%. It is obvious that whenever possible the relative
humidity and ambient temperature should be measured at the
time a test is being performed. Another influencing factor,
namely, the effect of an orchestra’s absorption on reverbera-
tion times obtained from measurements of stop chords, is
discussed in Appendix B. The orchestra absorption variable
is not as significant as the variations in air absorption.

Shown in Figs. 4 and 5 are comparisons of occupied
reverberation times obtained by using Eq.~1! ~dashed lines!
with those measured from stop chords~solid lines!, where

the unoccupied RTs were determined from exact measure-
ments in all cases.

2. Prediction of occupied RT from unoccupied RT
when chair characteristics are known

The Sabine equation is

RT50.161V/~STaT1SRaR14mV!, ~2!

FIG. 3. Plot of RTMocc vs V/STotal after Beranek~1996!,
which shows that RTs in existing 76 halls and opera
houses converges to their upper optimum value.

FIG. 4. Comparison of RTocc from music stop chords and that by Eq.~1! at five concert halls:~a! Amsterdam, Concertgebouw;~b! Berlin, Philharmonie Hall;
~c! Tokyo, Orchard Hall;~d! Tokyo, Sumida Triphony Hall; and~e! Tokyo Suntory Hall. The measured RTocc’s of ~a! and~b! are from Beranek~1996!, and
other three are given in Table II.
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whereST is the ‘‘acoustical’’ area~composed of blocks of
areas in a hall! over which the audience chairs sit~plus 0.5 m
on edges of blocks of seating except where blocks are adja-
cent to walls or balcony fronts! and including the stage area
when the orchestra is present;SR is the actual area of the
other surfaces in the room~including the stage area when the
orchestra is not present!; andaT andaR are the absorption
coefficients for the corresponding areas.

Beranek and Hidaka~1998! published sound absorption
coefficients for unoccupied and occupied chairs with differ-
ent degrees of upholstering~heavy, medium, light, and very
light! and for the surfaces of a room not occupied by an
audience. These values, with a few changes, are given in
Table IV. Because, in general, the termSTaT is 4 or so times
larger than the residual absorption, we can assume an aver-
age residual absorption coefficient for the nonaudience sur-
faces in a concert hall as typical for all halls, within the
accuracy of the measurement of reverberation times. Then,

from the Sabine formula, we can calculate the RTocc and
RTunocc values for halls with different audience sizes and
cubic volumes of rooms. Let us now designate a Vienna
Musikvereinssaal type of hall, i.e., rectangular with one bal-
cony as Example A and a Boston Symphony Hall, rectangu-
lar with two balconies as Example B~see Table IV!. The
resulting calculations are plotted in Fig. 6.

The four solid lines at each frequency correspond to any
number of halls that meet the Examples A and B criteria of
Table IV,

RTocc5c•RTunocc2d. ~3!

It was found that the points for the two different types of
halls fell on their respective lines, i.e., interleaved, perfectly
(r .0.99). The coefficientsc andd are tabulated in Table V.

Because the Sabine formula is applicable to any room
without regard to shape, and, as we have assumed, small

FIG. 5. Comparison of measured
RTocc with those by Eq.~1! and by
Beranek-Hidaka’s scheme~1998! by
Eq. ~2! at two concert halls;~a! Berlin,
Konzerthaus Großersaal; and~b! Vi-
enna, Großer Musikvereinssaal. RTocc

and RTunocc of ~a! are those by Fa-
sold’s exact measurement~1988! with
and without audiences, and RTocc of
~b! is from Table II.

TABLE IV. Absorption coefficients and air absorption for the determination of RTocc from RTunocc using
examples from Beranek and Hidaka~1998!. Seating Group No. 1 to 4, respectively, corresponds to heavily,
medium, lightly, and very lightly upholstering.

Frequency~Hz!

125 250 500 1000 2000 4000

Residual absorption coefficient 0.14 0.12 0.10 0.09 0.08 0.07
4 m ~20 °C; 50%! 0 0 0.0024 0.0042 0.0089 0.0262
Chair coefficients a. Group 1 0.70 0.76 0.81 0.84 0.84 0.81
~Unoccupied! b. Group 2 0.54 0.62 0.68 0.70 0.68 0.66

c. Group 3 0.36 0.47 0.57 0.62 0.62 0.60
d. Group 4 0.35 0.40 0.41 0.38 0.33 0.27

Audience absorp. coefficient a. Group 1 0.72 0.80 0.86 0.89 0.90 0.90
~Occupied! b. Group 2 0.62 0.72 0.80 0.86 0.89a 0.89a

c. Group 3 0.54a 0.65a 0.78a 0.85a 0.88a 0.89a

d. Group 4a 0.47 0.59 0.67 0.70 0.72 0.76

Example A. Shoebox Hall, One Balcony
Number of seats51500; Total absorptive area,S(T)51059 m2

Volumes investigated, 11 000 to 19 000 m3; Residual areas, 2700 to 3976 m2

Example B. Shoebox Hall, Two Balconies
Number of seats52320; Total absorptive area,S(T)51600 m2

Volumes investigated, 18 000 to 30 000 m3; Residual areas, 4123 to 5027 m2

aThese coefficients are different from those in B&H paper. Group 4 was measured in Mitaka and TOC halls.
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variations in the residual absorption term are not significant,
this set of curves serves as a means to estimate RTocc if
RTunoccand the type of upholstering on the seats are known.
Two examples of its accuracy are shown in Fig. 5.

B. Clarity, C80

There is some indication that clarity does not change
much when an audience enters a hall. This may mean that
the general structure of the early reflections is almost the
same regardless of whether the hall is occupied or not. To
support this view, it has been shown that IACCE3 does not
change its value under various occupancy and curtain condi-

tions in concert and opera halls~Beraneket al., 2000!. Ta-
chibana and his group~Watanabeet al., 1985! reported that
the sound quality of a hall can be judged approximately by
‘‘listening’’ to the impulse response itself in an unoccupied
hall. Accordingly, one may assume, at least approximately,
that the early energy in the definition ofC80 substantially
does not change for both occupied and unoccupied condi-
tions and that the late energy inC80 is described by an ex-
ponential decay function. The latter approximation is seem-
ingly proper since the reverberant decay curves in many halls
are almost straight unless long path echo or coupling effects
occur. When these assumptions hold, the occupiedC80 is
written as

C80,occ510 log
*0

0.08pocc
2 ~ t !dt

*0.08
` pocc

2 ~ t !dt

>10 log
*0

0.08punocc
2 ~ t !dt

*0.08
` A•1026t/RToccdt

, ~4!

thenC80,occ is given byC80,unoccand RT as

C80,occ5C80,unocc110 log

3FRTunocc

RTocc
•100.48~1/RTocc21/RTunocc)G . ~5!

Here, RTocc is calculated by Eq.~1!, andA is an unknown
constant that cancels out in Eq.~5!.

FIG. 6. Calculated curves to estimate RTocc from RTunocc in concert hall for the octave band with mid-frequencies from 125 to 4 kHz, based on the
Beranek–Hidaka’s method~1998!. Four solid lines correspond to the seat upholstering group number defined in Table IV. Two typical shoebox halls with one
balcony and with two balconies~each seating number is 1500 and 2200! are used to draw the lines, when the length and width were constant in each but the
ceiling height, i.e., room volume and residual area were varied.

TABLE V. Regression coefficients,c andd @see Eq.~3!#, obtained by the
least square method for four kind of chairs in each of the six octave bands
with mid-frequencies from 125 to 4000 Hz.

Frequency~Hz!
125 250 500 1000 2000 4000

Group 1 c 0.99 0.98 0.96 0.97 0.97 0.97
d 0.01 0.03 0.01 0.02 0.03 0.05

Group 2 c 0.95 0.94 0.92 0.88 0.85 0.90
d 0.05 0.07 0.06 0.01 0.00 0.07

Group 3 c 0.93 0.87 0.84 0.83 0.83 0.87
d 0.17 0.11 0.05 0.02 0.04 0.10

Group 4 c 0.87 0.87 0.82 0.79 0.78 0.93
d 0.12 0.18 0.23 0.29 0.43 0.77
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FIG. 7. Plot of occupiedC80’s by exact measurement without orchestra versus those in the six halls with their best regression~solid! curve by Eq.~5! for three
octave bands with mid-frequencies of 500, 1000, and 2000 Hz. The solid lines mean Predicted5Measured and the broken lines mean61 dB to those. The
vertical bars mean the average plus/minus the standard deviation of theC80’s in each hall.

FIG. 8. Key as in Fig. 7, but forG and by Eq.~7!.

FIG. 9. Comparison of occupiedG’s with unoccupied
G’s measured in the six halls. ‘‘Low’’ and ‘‘Mid’’
mean the average over 125 and 250 Hz, and 500 and
1000 Hz, respectively. The solid lines mean their first
order regression line of Eq.~8! and the broken lines
mean61 dB to those. The vertical and horizontal bars
mean the average plus/minus the standard deviation of
the G’s in each hall.
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Using Eq.~5!, predicted and measured values ofC80,occ

are compared in Fig. 7. It is noted that this is a comparison
with no orchestra because the exactC80,occ’s were measured
under the condition without orchestra. For this figure, RTocc

in Eq. ~5! was obtained by substituting the coefficients
(a* ,b* ) in Table III into Eq.~1!. It is seen that 15 out of 21
plots are predicted within the error of60.5 dB for the three
~500 to 2000 Hz! octave bands. The hall-averagedC80,3-band

for all the seven halls are predicted within60.5 dB. These
errors are acceptable in comparison with the tolerable varia-
tion range ofC80 for concert hall, such as~061.6! dB for
Mozart symphony and~23.361.8! dB for Wagner’s moder-
ate music studied by Reichardtet al. ~1975!. The numerical
calculation indicates thatC80,occat 500/1000 Hz is higher by
about 1 to 2 dB thanC80,unocc when the RTunocc takes the
value from 2 to 3 s.

One may estimate the change inC80,occwith and without
the orchestra by using~a, b! in Table III into RTocc of Eq.
~5!. Then it is found thatC80,occ~3 bands! with the orchestra
will rise about 0.1 to 0.15 dB, when RTunocc is longer than
1.2 sec.

It is also known that the beginning time of the statistical
feature of a sound field, such as the ‘‘beginning time of
the reverberation’’ ~Cremer and Mu¨ller, 1982!, depends
on the size of a hall. To test this effect, a similar compar-
ison of measurement and predicted value of occupied
C(t) for t540 and 160 ms was made, and it was found that
the assumption of Eq.~5! still holds within the same accu-
racy.

Additionally, there are several methods reported to pre-
dict C80,occ’s from unoccupied values~Jordan, 1980; Barron

and Lee, 1988; Bradley, 1991!. Those methods have been
tried, and found unsatisfactory by comparison with Eq.~5!.

Further comment

C80 and EDT are substantially governed by the structure
of the sequence of early reflections, which vary seat-to-seat
with rather large deviations. In particular, for the measure-
ment ofC80, it is worthwhile to note two serious problems:
~1! local reflections from individual audience members near
the microphones may cause changes of the early reflection
patterns at high frequencies resulting in different numerical
values ofC80 for successive measurements; and~2! early
reflections are bounded at the precise cutoff of 80 ms in
accordance with the definition, which means that an extreme
discrepancy will take place when a major isolated reflection
arrives on either side of the 80-ms figure. In that case, the
reflection belongs either to early or to late energy depending
on a trivial shift in its time position, and a jump inC80 value
results. Similar concern about the use of a sudden cutoff has
been indicated by several authors~Cremer and Mu¨ller, 1982;
Barron, 1993; Kuttruff, 1991!.

In order to confirm the problem, the early to late energy
ratio, C(t)510 log@E(0,t)/E(t,`)# was plotted with and
without audiences sitting in front of the receivers in the TOC
Hall, where E(t1 ,t2) is the sound energy of the impulse
response betweent1 and t2 . There, it was found that there
exists more than ca. 1-dB difference between the two mea-
surements fort,100 ms in the octave bands above 500 Hz,
which is significant considering the difference limen ofC80

~Cox et al., 1993!.

FIG. 10. Plot of unoccupied IACCs versus occupied
IACCs in the six halls, where three bands mean the
average over 500-, 1000-, and 2000-Hz bands;E means
integration over the first 80 ms andA means integration
over 3.5 s. The left graph is for the ‘‘early’’ part of the
impulse response and the right for ‘‘all’’ of it. The solid
lines mean Occ versus Unocc and the broken lines
mean60.1 to those.

TABLE VI. Regression coefficients,e and f @see Eq.~8!#, obtained by the least square method for three
parameters determined in each of the six octave bands with mid-frequencies from 125 to 4000 Hz. The occupied
value for each parameter equals~e times the unoccupied value! plus f.

Frequency~Hz!

125 250 500 1000 2000 4000 M Three bands

EDT e 0.82 0.74 0.59 0.54 0.46 0.37 0.57
f 0.19 0.25 0.36 0.45 0.53 0.61 0.41

C80 e 1.09 0.75 0.92 0.83 0.73 0.57 0.88 0.84
f 20.07 0.71 1.20 1.39 1.79 2.01 1.29 1.45

G e 0.52 0.80 0.79 0.91 1.08 0.99 0.85
f 1.31 20.12 20.59 21.19 22.67 21.89 20.85
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C. Strength, G

By introducing an approximation similar to that forC80

above,G is expressed by the following equation:

Gunocc2Gocc

510 log
*0

0.08punocc
2 ~ t !dt1*0.08

` punocc
2 ~ t !dt

*0
0.08pocc

2 ~ t !dt1*0.08
` pocc

2 ~ t !dt

>10 log
*0

0.08punocc
2 ~ t !dt1*0.08

` A•1026t/RTunoccdt

*0
0.08punocc

2 ~ t !dt1*0.08
` A•1026t/RToccdt

,

~6!
which yields the equation for calculatingGocc from Gunocc:

Gunocc2Gocc

510 logF 10~C80,unocc!/1011

10~C80,unocc!/101S RTocc

RTunocc
D•100.48~1/RTunocc21/RTocc)

G ,

~7!

where RTocc andC80,occare calculated values by Eqs.~1! and
~5!, respectively.

Figure 8 is a comparison between measurement and cal-
culation by Eq.~7!. It is also noted that this is the compari-
son without the orchestra as in Fig. 7. It is seen that the
accuracy of Eq.~7! is not as good as that forC80 and, on
average,Gocc is predicted to be about 1-dB smaller than the
exactGocc. Probably, this result is explained by the follow-
ing reasons:~A! G is an absolute value whileC80 is a relative
one, so an error in calibration of the sound source may cause
a small numerical shift inG; and ~B! some unknown factor
that can be canceled out by a dividing operation@like termA
in Eq. ~4!# does not canceled for the case ofG.

On the other hand, using a straight-line formula, one can
find fairly good correlation betweenGunocc and Gocc both
measured in the six halls in Table I~Fig. 9!, where the cor-
relation coefficientsr for the six octave bands from 125 to
4000 Hz are 0.83, 0.95, 0.95, 0.95, 0.96, 0.94, respectively.
Therefore, the simple regression equation,

Gocc5e•Gunocc1 f , ~8!

may be most reliable for practical purposes. The coefficients,
e andf, are tabulated in Table VI. Also, as before, we exam-
ined the relation between occupied and unoccupiedG by
investigating existing equations that predictGocc from its un-
occupied value assuming perfect diffusion~Meyer, 1978;
Bradley, 1991!. Those results were also unsatisfactory.

FIG. 11. The cloth used to simulate an audience is shown spread over the
seats in the TOC Concert Hall.

FIG. 12. Comparison of RTs with cloth covering and by real audiences
measured in NNT Opera House and TOC Concert Hall.

FIG. 13. Comparison of IACCE’s with cloth covering and by real audiences
measured in NNT Opera House and NNT Medium Theater.

1037 1037J. Acoust. Soc. Am., Vol. 109, No. 3, March 2001 Hidaka et al.: Acoustical parameters with and without audiences



D. EDT

RT and EDT correlate highly with each other for the
halls in Table I, so EDT is not an independent variable. The
regression coefficients between EDTunocc and EDTocc ~with-
out orchestra! assuming the similar first order regression
equation of Eq.~8! are given in Table VI as a reference.

E. IACC

The formula for IACC yields high correlations. Most
striking is that IACCunocc is approximately equal to IACCocc

for both IACCE and IACCA ~Fig. 10!. The suffixes ‘‘E’’ and
‘‘ A’’ stand for ‘‘early’’ and ‘‘all’’ part of the impulse re-
sponse, respectively, i.e., within the first 80 ms after the di-
rect sound arrival and within 3.5 s after that, respectively.
Thus IACCE,unoccappears to be a very satisfactory parameter
to use in estimating the overall acoustical quality of a concert
hall ~Hidaka and Beranek, 1995; Beranek, 1996!.

IV. SIMULATION OF THE OCCUPIED STATE IN A
HALL USING A CLOTH COVERING OVER SEATS

It is impossible to ask real audiences again and again to
a hall to sit while tests are made of various acoustical con-
ditions, but we can execute such experiments at any time by
making use of a simple means to simulate the occupied state.
The method is to lay a suitable cloth over the entire seating
area. The flow resistance of the cloth should lie between 630
and 870 Pa s/m, the surface-area mass should be about 0.26
kg/m2, and the thickness about 0.5 mm. The cloth used here
is made for interior curtains and is 100%-polyester~Type

KA 0149-0172, Kawashima Orimono Corp., Japan!. Figure
11 shows this cloth spread over the seats in the TOC Concert
Hall.

The validity of this method of simulation is shown in
Figs. 12 and 13 and in Table VII, where RT was measured in
five halls ~Hamarikyu, NNT Opera, NNT Medium, TOC-
organ and TOC-no-organ! and the other three parameters
were measured in four halls~NNT Opera, NNT Medium,
TOC-organ and TOC-no-organ!. It is seen that the cloth
simulates RT fairly well. All the RT data coincided with the
exact values within 0.1 s, and for 75% they are within 0.05 s.
It was also found that 88% of theG data are within 1 dB of
the exact values. EDT andC80 with cloth have less accuracy,
but 67% of EDT and 75% ofC80 values are within 0.1 s and
0.7 dB, respectively. The latter figure is the average differ-
ence limen reported by Coxet al. ~1993!. Thus it appears
that the cloth method is capable of simulating all of the pa-
rameters with small errors over the frequency range covered
by the 250-Hz to 2000-Hz bands. A larger error is observed
for 125-Hz and 4000-Hz bands, which may be mainly ex-
plained by interference effects at the lower frequencies and
ambiguity in air absorption in the whole space at higher fre-
quencies. Beyond this, there could be another explanation,
namely, that the reflection from an audience area during the
initial 80 ms has little meaning both objectively and subjec-
tively, because of the seat dip effect. The IACCE3 has un-
changed values in spite of the occupancy, so that the result in
Fig. 13 is not surprising.

Because the occupied sound field can be simulated sat-
isfactorily between the 250-Hz and 2000-Hz bands with the
cloth covering, listeners should be able to judge fairly well
the acoustical quality of a hall prior to its opening, especially
if the orchestral music chosen has a typical frequency spec-
trum ~Okanoet al., 1998!.

Figure 14 shows a comparison of the incremental ab-
sorption coefficientsDa measured in a standard reverbera-
tion chamber both with the cloth covering and with real
people in Mitaka’s seats. Also plotted are the values ofDa

FIG. 14. The incremental absorption coefficientDa equal to the difference
between the absorption coefficients measured with the cloth covering and
with real audience in the reverberation chamber and in the Mitaka Hall.

TABLE VII. Range of absolute difference of the four parameters between cloth covering and exact occupied
condition determined in each of the six frequency bands with mid-frequencies from 125 to 4000 Hz.

Frequency~Hz!
125 250 500 1000 2000 4000

RT~s! 20.1–0 0–10.1 20.1–10.1 20.1–10.1 0–10.1 20.1–10.1
EDT~s! 20.1–10.2 20.1–10.1 20.1–10.1 20.1–10.1 20.1–10.2 20.2–10.2
C80(dB) 22.1–10.8 20.3–10.6 20.1–10.5 20.4–10.2 21.0–10.6 21.3–11.2
G(dB) 20.5–11.1 21.1–10.9 20.6–10.3 20.4–10.7 21.3–10.8 21.2–10.3

TABLE VIII. Comparison of ST1 and ST2 measured with and without the
cloth covering in a shoebox shaped concert hall with a volume of 18 000
cubic meters.

Frequency~Hz!
125 250 500 1000 2000 4000

ST1 Unoccupied 29.8 212.0 214.0 213.5 213.8 212.1
Cloth 29.6 212.0 214.1 213.5 214.1 212.4

ST2 Unoccupied 28.6 210.3 212.1 211.8 212.2 210.3
Cloth 28.4 210.4 212.2 211.9 212.4 210.6
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measured in the Mitaka hall with real audiences. In the re-
verberation chamber, the cloth covering over the seats ab-
sorbs less sound than when the seats are occupied by a real
audience. The cause of this difference appears to be differ-
ences in the diffusion of the sound field in the two cases. A
finding on the uniformity of sound diffusion in a hall is given
in Sec. II B.

A. Some observations made in a hall using the cloth
to simulate an audience

1. Stage acoustics as affected by an audience

An experiment to see how orchestral stage acoustics are
affected by entry of an audience was performed in a shoebox
shaped concert hall with a volume of 18 000 m3. Two well-
known stage parameters,ST1, ST2 ~Gade, 1989!,2 were
measured with and without the cloth covering. The results
are shown in Table VIII. BothST1 andST2 were found to
be independent of audience conditions. Based on this limited
evidence, we assume that these stage parameters are mainly
determined by the acoustical conditions in the stage enclo-
sure, whether or not the audience is in the hall. In this hall,
RTocc at 500 Hz measured from music stop cords both with
audiences and with the cloth covering, were 1.96 and 1.91 s,
respectively. This slight time difference may be caused by
other factors as discussed previously.

2. Evidence of variations in the diffusivity of the
sound field in a hall

In the Mitaka Hall, the cloth described above was used
to cover separately three parts of the audience area:~a! front
half of the main floor;~b! back half; and~c! first balcony.
The increment of the absorption coefficientDa, i.e., the
change ina for the entire seating area owing to the addition
of the cloth covering, for each of the coverings is plotted in
Fig. 15. It should be noted that Mitaka Hall is shoebox-
shaped with sufficient amount of fine- and large-scale diffu-
sive elements on every side wall and on the ceiling. No ad-

ditional sound absorbing materials were used anywhere
(RTM ,unocc52.49 s), so that the sound diffusion conditions in
the hall should be fairly good.

It would appear that when near the sound source, an
acoustic material is more absorptive; that is to say, the ab-
sorption by an audience in a hall may be a function of its
distance from the sound source. This result may have some
influence on the RT predictions by the formulas in this paper,
particularly when they are used for comparisons in both large
and small halls. Also, the difference between the absorption
coefficients measured in a real hall and those in a reverbera-
tion chamber may also be explained in part by this phenom-
enon. Further research is indicated.

V. CONCLUSION

Simple linear equations are presented for predicting the
hall-averaged occupied values of RT,G, C80, and IACCE3 ,
given measured unoccupied values. These equations are
more accurate than conversion schemes that now appear in
the literature, at least for the halls studied here. The impor-
tant features of the present study~that led to the greater ac-
curacy of these predictions! were that in each hall, both when
unoccupied andoccupied with real audiences, the same
dummy heads and their positions were used for the measure-
ment of IACCE3 , and the same omnidirectional microphones
and positions were used for the measurement of the other
parameters. There were 8 to 21 receiver positions in each
hall. We are only confident that the proposed equations are
applicable to halls that do not have peculiar shapes or un-
usual frequency characteristics. In addition, it was found that
a simple cloth covering over the seats in four of the halls
studied resulted in acoustical conditions that simulated
closely those that exist with real audiences. It is suggested
that these studies be extended to a wider range of halls, using
similar experimental conditions.

APPENDIX A: REVISED MEASUREMENT METHOD OF
IMPULSE RESPONSE BY STRETCHED IMPULSE

The stretched impulse signal used in this study,s(t), is
defined in the frequency domain, as the inverse Fourier
transform ofZ(m), which is given by the following equa-
tions:

Z~m!5X~m!1 iY~m!5A~m!exp@B~m!#,

FIG. 15. Comparisons of theDa for three cases of cloth covering in the
Mitaka Hall. The coverings were, respectively, in the front and back half of
the main floor and in the center balcony.

FIG. A1. Waveform of the stretched impulse signal,s(t).
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m51 to 214 ~A1!

where

X~m!55
expF2S m23000

5000 D 12GcosS 3m2

10 000D
for m51 to 213

0 for m521311

X~214122m! for m521312 to 214

~A2!

and

Y~m!55
2expF2S m23000

5000 D 12GcosS 3m2

10 000D
for m51 to 213

0 for m521311

2Y~214122m! for m521312 to 214

.

~A3!

The envelop function in Eqs.~A2! and~A3! is improved
from Aoshima’s ~1981! shape so as to cover a wider fre-
quency range, i.e., up to 20 000 Hz, with the sampling fre-
quency 44 100 Hz. Sequences ofs(t)5FT21@Z(m)# are
generated and radiated from a loudspeaker in the field. Using
a synchronous summation technique, ten sequences will usu-
ally improve S/N by 10 dB. The observed signal is written
by

u~ t !5s~ t ! ^ h~ t !, ~A4!

whereh(t) means the impulse response between source and
receiver in the hall and ‘‘̂ ’’ means a convolution operator.
Taking the Fourier transform for both sides,

FT@u#5FT@s#FT@h#5A exp@B#FT@h# ~A5!

and multiplying the inverse phase filter, exp@2B#, at both
sides, one obtains

h~ t !5FT21@exp@2B#FT@u#/A#. ~A6!

The computation program to execute above operations
consists of 2N points FFT algorithm (N>17), provided the
impulse response with a duration time of less than 3 s is
calculable forN517. The waveform of the stretched impulse
signal s(t) and the exact impulse compressed by the phase
shift filter are shown in Figs. A1 and A2.

When one wishes to improve the S/N at low frequencies
because of the background noise, the following equations
instead of Eqs.~A2!, ~A3! is useful, for example, where en-
ergy of the pulse signal is limited within octave band with
mid-frequency of 125 Hz:

X~m!55
expF2S m2104

42 D 12GcosS 96m2

10 000D
for m51 to 214

0 for m521411

X~215122m! for m521412 to 215

~A7!

and

Y~m!55
2expF2S m2104

42 D 12GcosS 96m2

10 000D
for m51 to 214

0 for m521411

X~215122m! for m521412 to 215

.

~A8!

APPENDIX B: REVERBERATION TIME
MEASUREMENT FROM STOP CHORDS

It is well known that smooth decay curves are hardly
obtainable from stop chords, since most music signals do not
have an ideal spectrum for acoustical measurements
~Schultz, 1963!. Also irregular decay curves which are not
suitable for RT measurement are often observed with the
traditional level recorder method at low frequencies, even if
pink noise is employed as a source signal. Based on numer-
ous similar analyses, it was found that applyingSchroeder’s
Integration Method~SIM! to the stop chords is useful not
merely to obtain smoothed decay curves, but also to detect
unusable ones.

Figure B1 gives comparisons of decay curves by the two
methods for four stop chords from Beethoven’sninth sym-
phonyrecorded in a concert hall with 2000 seats, fully occu-
pied. It is seen that very smooth curves are obtained by the
SIM as compared to those from a graphic level recorder.
Observation of SIM curves enables one to judge, for ex-
ample, that~1! curve A has an ideal decay shape and the
reverberation time~1.92 s! obtained by the two-point method
in a computer program is satisfactory, that is, a best regres-
sion line fits well between the two points25 and230 dB on
the SIM curve;~2! curve B is fairly smooth, but because of
the obvious bulge at its beginning a much shorter RT value is
derived,~3! neither curve C nor D is suitable for the two-

FIG. A2. Waveform of the exact impulse, FT21@exp@2B#•FT@s(t)#], com-
pressed by the phase shift filter.

TABLE AI. Absorption power (m2) of the orchestra derived from the exact
measurements after Beranek and Hidaka~1998!.

Frequency~Hz!
125 250 500 1000 2000 4000

Concert Hall 44 players 12 21 24 46 74 100
92 players 22 37 44 64 102 132

Opera House 40 players~in pit! 10 13 17 41 50 57
80 players~in pit! 12 17 23 56 67 71
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point method because of the serious irregularity or bending.
If one finds that the music signal is a surrogate of broadband
noise based on an examination of the corresponding music
score, the SIM is a very efficient way to measure occupied
RT from stop chords.

It should be emphasized that a decay curve should be
plotted for each pulse or stop chord so that one is sure that
the RTs obtained by the two-point SIM are correct. The typi-
cal problems are the irregularity and bending at low frequen-
cies as shown in Fig. B1, C and D. Such curves should be
excluded from the analysis. If we could apply the SIM to
Schultz’s data and sort out in addition to his careful exami-
nation on the stop chords, his equations might have changed.

Finally, the median values of the standard deviation of
RT by the exact method and the stop chord method are com-
pared in Table BI, when the latter data is based on the mea-
surement at the halls in Table II. It is found that the stop
chord method has about twofold spreads to the exact method
except 4000-Hz band based on the various reasons discussed
before. This means that very careful examination is neces-
sary when the musical signal is utilized to obtain the RT of a
hall. Further research is needed to clarify the ambiguities
between RT values obtained by ideal impulses and by stop
chords.

1One can evaluate the ‘‘distance’’ between the true statistical distribution
that expresses experimental data and the estimated statistical distribution
obtained by the maximum likelihood method by utilizing the AIC, if the
former distribution is unknown. More practically, when there are several
multiple regression equations combined with various parameters, AIC is an
objective measure to investigate which equation is statistically best.

2The support factor is defined as the level difference between two measure-
ments of sound pressure on a stage. By using the omnidirectional sound
source, the impulse response is measured by a microphone at 1m from the
center of the sound source. The first measurement is of the energy in the
time interval from 0 to 10 ms. The second one is that from 20 to 100 ms for
ST1 and from 20 to 200 ms forST2, respectively.
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Acoustic excitation produced by jet-engine effluxes was simulated in a progressive wave tube
~APWT! facility with a computer-based control system. The APWT siren is driven by a signal
generated numerically in a PC and then converted into analog form. Characteristics of the acoustic
pressure measured by a microphone are analyzed in digital form and compared with those
prescribed for simulation. Divergence is compensated by immediate modification of the driving
signal and this action is repeated in the form of iterative process until the test specification is
attained. Typical power spectral density~PSD! shapes with maxima at low and high frequencies
were simulated. A ‘‘tailoring’’ approach has been also achieved when a test specification was
determined directly from field measurements for the particular aircraft under consideration. Since
acoustic pressure signals of high level differ from the Gaussian random process model, particularly
in terms of asymmetric probability density function, a method has been developed to make the
driving signal also non-Gaussian by simulating skewness and kurtosis parameters of the APWT
acoustic excitation simultaneously with PSD control. Experimental results with Gaussian and
non-Gaussian characteristics obtained for various PSD specifications including sharp and narrow
peaks are presented in the paper. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1344159#

PACS numbers: 43.58.Jq, 43.28.We, 43.38.Ar, 43.58.Ta@SLE#

I. INTRODUCTION

In the aircraft and spacecraft industry there has been
considerable interest in experimental simulation of acoustic
pressures due to jet-engine effluxes. Such an excitation is a
high-frequency random process and the sound-pressure level
is so high that acoustic fatigue damage happens often for
structural components behind the jet engine. This is an ever-
present problem for aircraft and it is not possible to over-
come it without relevant experimental studies. Since full-
scale jet-noise testing in field conditions is a very expensive
and time-consuming process, the present policy is to use
acoustic progressive wave tube~APWT! facilities of the si-
ren type for experimental simulation of jet-noise excitations
in the laboratory.1,2 Such facilities are in use at the US Air
Force,3 Lockheed Martin Company,4 NASA Langley,5 Boe-
ing St. Louis, and, for research purposes, at the University of
Southampton, UK.6

The facility ~Fig. 1! consists of a large horn, which is
exponential in shape about one axis and tapered along the
other, coupled to a parallel wall duct. The horn dimensions
vary depending on the necessary sound-pressure levels~SPL!
and reach several meters of length and height. The APWT is
driven by an electro-pneumatic exciter~siren! located at the

narrower end. At the other end there is a sound-absorbing
termination. Test specimens can be mounted inside the tube
having a rectangular cross section or, if this is a skin panel,
can be clamped in steel frames, in the wall of the horn.
Sound-pressure signals are measured by a microphone
mounted in the test section of the tunnel.

APWT facilities are capable of simulating wideband
random excitation with frequencies up to thousands of Hz
and sound-pressure levels comparable with those produced
by modern aircraft engines. However, the equivalence of
APWT and field tests may still be debated because the test
specifications imposed on APWT simulation are routinely
simplified to prescribing just overall SPL and a simple flat-
tened shape of power spectral density~PSD!. This approach
describes basic knowledge about jet noise. However, it is
clear that the particular service conditions under consider-
ation may vary and be rather different from the above aver-
aged specification. Further difficulties depend on how con-
trol of the system is realized.

When the APWT siren is driven by an analog signal
generator via set of manually adjusted 1/3-octave filters,6 the
system ability for PSD shaping, i.e., frequency-domain con-
trol, is critically limited by the filter bandwidths. At higher
frequencies, the 1/3-octave filters are too wide to control
considerable gradients and sharp peaks which may exist in
the PSD prescribed for simulation. Moreover, one must bea!Electronic mail: A.Steinwolf@sheffield.ac.uk
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aware of unavoidable fluctuations in the PSD curves because
of the use of 1/3-octave analog filters. The plot presented in
Fig. 2 is a PSD of the acoustic pressure signal measured by a
microphone in the test section of the APWT when the driv-
ing signal was supposed to be of a uniform PSD. The filter
bounds are introduced into the plot by circles. Their com-
parison with the PSD shape suggests that there is a problem
of unwanted notches in the output PSD caused by the same
behavior of the input PSD strictly at the bounds between
1/3-octave intervals~100, 125, 160, 200, 250, 316, 400, 500
Hz!. Thus, if 1/3-octave filter devices are used for driving the
APWT, it is impossible to avoid distortions in the PSD shape
at the above frequencies. No less important is that the control
procedure is manual and, hence, subjective as an operator

inspects the obtained PSD of the acoustic excitation and then
adjusts amplification for each of the bandpass filters at the
system input.

All earlier discussion relates to the frequency domain as
the PSD of acoustic excitation is controlled more or less
accurately. However, the probability density function~PDF!,
i.e., amplitude distribution domain, remains absolutely out of
control, whereas the PDF may vary and become different
from the conventional Gaussian model due to asymmetry in
acoustic wave propagation and nonlinear effects in the
APWT system itself. The latter appears to be a general re-
striction which, the authors believe, is inherent in all previ-
ous acoustic testing carried out using APWTs. Control of the
PDF of the APWT acoustic excitation has not been previ-
ously reported. Even if the PDF were checked, there was no
way to adjust the driving signal in the amplitude distribution
domain with use of an analog driving system because analog
generators only produce Gaussian random signals.

The aforementioned difficulties can be overcome and
precision of jet acoustic pressure simulation in APWT can be
increased if the siren coil is driven via a digital–analog con-
verter by a computer-based control system which is able to
analyze signals from the microphone at the APWT output, to
compare their characteristics with those prescribed for simu-
lation, and to compensate for the difference by immediate
correction of the driving signal generated in the computer. In
so doing, one would have much more flexibility in changing
the characteristics of the driving signal both in frequency and
amplitude distribution domains. This would make it possible
to reproduce both the PSD and the PDF inherent in jet-noise
excitations. The PDF control via skewness and kurtosis ad-
justments is advantageous to the main purpose of APWT
experiments, which is acoustic fatigue testing, because an
influence of the excitation kurtosis and skewness on time to
fatigue failure has been reported in the literature.7–9

The computer-based control system would facilitate use
of the up-to-date testing methodology known as ‘‘tailoring’’
of in-service environment10 when the excitation to be simu-
lated on a test rig is determined directly from field measure-
ments. To implement this approach, which is well developed
for shaker testing,11 a preliminary stage of processing flight
data records of jet noise is required. The results of that, as
discussed below, can be used as a source material to simulate
these particular flight conditions by APWT in laboratory ex-
periments.

II. THEORETICAL BACKGROUND FOR BI-DOMAIN
SIMULATION IN TERMS OF PSD AND PDF

To generate digitally a driving signal for the APWT si-
ren, the method of pseudorandom time history simulation12

was used and further developed, which is based on the Fou-
rier expansion with a large numberN of harmonics

x~ t !5 (
k51

N

Ak cos~2pkD f t1wk!. ~1!

According to this approach, amplitudesAk are deter-
mined by the required PSD valuesS( f ) at the corresponding
frequencies

FIG. 1. Acoustic progressive wave tube facility setup.

FIG. 2. PSD of APWT acoustic excitation compared to the bounding fre-
quencies~circles! of 1/3-octave filters of the analog driving system.
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Ak5A2D f S~kD f !, k51,N. ~2!

In so doing, any prescribed PSD shape can be provided
for the APWT driving signal. As explained above, this PSD
shape is estimated by comparing results of processing sound-
pressure measurements in the field test and those made in the
APWT facility by the reference microphone. The procedure
of PSD simulation takes the form of an iteration process. If
the APWT was driven by a signal with a PSD equal toSi

d( f )
and this action produced an acoustic excitation with power
spectrumSi

a( f ), which is somewhat different from the re-
quired shapeS* ( f ) prescribed for simulation, the PSD of
the driving signalSi 11

d ( f ) for the next (i 11)th iteration
should be given by correction of the previous driving spec-
trum Si

d( f ) according to the relationship

Si 11
d ~kD f !5Si

d~kD f !
S* ~kD f !

Si
a~kD f !

, k51,N. ~3!

When a new shape of the driving PSD is found, the
result obtained from Eq.~3! is substituted into Eq.~2! to
define a new set of harmonic amplitudesAk

i 11 which should
be used to generate by Eq.~1! a new driving signal time
history for the next (i 11)th iteration. This control process is
finished on somenth iteration when a satisfactory closeness
between PSDs of fieldS* ( f ) and APWTSn

a( f ) acoustic ex-
citations is attained. The last set of amplitudesAk

n of the
polyharmonic driving signal~1! is then kept constant while
testing structural components in APWT under this properly
simulated acoustic excitation.

Thus, the amplitudes of the driving signal~1! are deter-
ministic values, which are uniquely defined by the necessary
PSD shapeS* ( f ) of the acoustic excitation. In order to en-
dow the polyharmonic process~1! with a random nature, as
is the case for field acoustic excitation, a traditional tech-
nique is to prescribe all harmonic phase angleswk to be
random numbers uniformly distributed in the@0, 2p# inter-
val. However, in this case the PDF of the APWT driving
signal cannot be varied and is always close to the Gaussian
law. This restriction is an essential drawback for two rea-
sons. The first is that real acoustic pressure signals produced
by jet engines are somewhat different from the model of a
Gaussian random process~examples are presented below!. It
is desirable to retain these non-Gaussian features in the
acoustic excitation produced by the APWT. Another reason
is that even if the required acoustic excitation does not pos-
sess non-Gaussian features and, hence, the driving signal can
be a Gaussian process, the high sound-pressure levels in the
narrow section of the APWT horn cause nonlinear acoustic
propagation effects which distort the pressure waveform and
introduce non-Gaussian properties. To compensate for these
distortions it may be necessary to control the PDF of the
driving signal together with its PSD. This objective could be
met if the aforementioned iteration procedure is updated with
additional control of skewnessl and kurtosisg parameters
describing non-Gaussian features of the PDF functionP(u).
A relationship betweenP(u) andl, g is established by equa-
tions

l5
M3

~M2!1.5, g5
M4

~M2!2 ,

ML5E
2`

`

~u2m!LP~u!du, ~4!

L52,3,4; m5E
2`

`

uP~u!du.

A solution to the problem can be found13 by operating in
Eq. ~1! with phase angleswk and prescribing some of them
not randomly but in a special deterministic way which makes
use of their influence on skewness and kurtosis parameters.
Since the PSD is not phase dependent, it will not change by
any manipulations of phaseswk . The necessary frequency
content of the driving signal is still provided by appropriate
choice of the harmonic amplitudes according to Eq.~2!.
Thus, both basic characteristics~PSD and PDF! can be con-
trolled simultaneously and independently when the variables
in the driving signal are arranged in such a way: amplitudes
are responsible for the PSD and the phase angles for the
PDF.

To develop a mathematical model for proper phase ad-
justment, a relationship of the skewness and kurtosis param-
eters to amplitudes and phase angles of the pseudorandom
polyharmonic process~1! has been established. For this pur-
pose, the PDF central momentsML in Eqs. ~4! were deter-
mined by time averaging the function~1!. Then, the complex
form of the Fourier series was used and, finally, the follow-
ing expression for skewness has been obtained:

l5
3

4 (
n52k

AnAk
2 cos~wn22wk!

1
3

2 (
n5 j 1k

j ,k

AnAjAk cos~wn2w j2wk!. ~5!

In this formula, summation should be carried out only for
those combinations of indicesj, k, n ~ranging from 1 toN!
which satisfy equalities written in Eq.~5! under both sum-
mation signs. A similar expression, although more compli-
cated in nature, has been obtained for kurtosis.13

If the phase angleswk of the harmonics are chosen in a
random manner, as is the case in the classical method with
PSD fitting only, the cosine functions in Eq.~5! also produce
random values distributed uniformly in the region from21
to 1. Hence, different terms of the sums compensate each
other, bringing the result of summation to zero as the number
of harmonicsN is large in the polyharmonic process~1!. To
tend skewness to positive values, some of the cosine argu-
ments in Eq.~5! should be prescribed equal to zero, changing
the corresponding term of the sum from some random value
to a certain positive deterministic value defined by ampli-
tudes, for instanceAnAk

2 for the first summation in Eq.~5!.
Thus, two equations are used in the choice of phase angles
increasing the skewness value~5!: the first equationwn

22wk50 is for two frequencies, one of whichf n5nD f
doubles anotherf k5kD f , and the secondwn2w j2wk50 is
for three frequencies satisfying the equalityf n5 f j1 f k .

1045 1045J. Acoust. Soc. Am., Vol. 109, No. 3, March 2001 Steinwolf et al.: Jet-noise excitation



On the basis of the above concepts and a similar analysis
made for the kurtosis parameter, a technique for simulation
of time history data with the prescribed PSD shapeS( f ) and
controlled skewness and kurtosis values has been developed.
First, as with simulation of the Gaussian process, the ampli-
tudesAk are determined according to Eqs.~2! and~3!, while
the phase angleswk are chosen randomly. Then, keeping all
amplitudes and most of the phases fixed, a few phase angles
are rearranged from random values to a deterministic group
that maximizes or minimizes one of the summations in the
expression for skewness or kurtosis. This action leads to
some increase or decrease of these parameters. A similar
operation can be performed for another sum and correspond-
ing group of phases which will be also eliminated from the
initial random phase set. In so doing, the skewness and kur-
tosis of the APWT driving signal can be gradually increased
or decreased from starting values, when all phases were ran-
dom, to the desired magnitudesl* and g* different from
those of the Gaussian process.

A computer algorithm executing the above numerical
simulation procedure has been developed. Before imple-
menting it for generation of driving signals for progressive
wave tube experiments, the tailoring approach, as stated in
the introductory section, was used to set up test specifica-
tions for the acoustic pressure signal to be simulated by the
APWT. This problem was treated in terms of PSD describing
frequency-domain characteristics and in terms of skewness
and kurtosis parameters describing amplitude distribution
properties.

III. RESULTS OF ANALYSIS OF ACOUSTIC
EXCITATION MEASUREMENTS MADE IN FLIGHT
TESTS

Recordings of noise produced by jet engines were mea-
sured in flight by microphones mounted on the outside sur-
face of the aft equipment bay of a military aircraft. The time
histories of the acoustic excitation signals were analyzed on
a PC with help of well-established algorithms14 for determi-
nation of PSD and PDF characteristics. Probability distribu-
tion analysis and, especially, consideration of non-Gaussian
features requires much longer time history samples than or-
dinary PSD processing. In this study the whole amount of
flight data was about 320 000 points with the time discreti-
zation step of 0.000 15 s.

As a result of flight data analysis in the frequency do-
main, it appeared that the main part of the acoustic energy
concentrated between 100 and 300 Hz with a gradual de-
crease of level at higher frequencies. However, the latter was
affected by a sharp narrow peak at 370 Hz, which is even
larger than the level of the main frequency components
around 200 Hz. The PSD graph is shown below~dotted
curve in Fig. 5! when being simulated in the APWT. Thus,
the flat PSD of sound pressure, which is the common model,
would not be appropriate in this case. To achieve tailoring of
the measured environmental acoustic excitation, the sharp
peak at high frequencies must be included in the APWT test
specification. The results of PDF analysis are presented in
Fig. 3. The experimental distribution shown by solid curves
is compared with the Gaussian law dotted curve. Deviations

from the Gaussian model may occur not only in the central
part of the PDF@Fig. 3~a!# but also at the tails. Therefore,
besides the conventional view as in Fig. 3~a!, the PDF was
also presented on a logarithmic scale@Figs. 3~b!, ~c!#. Such a
presentation displays low probabilities at high argument val-
ues in the experimental and theoretical distributions. The

FIG. 3. Probability density function (kurtosis53.1, skewness50.2) of
acoustic excitation in flight tests~solid curves! compared with the Gaussian
law ~dotted curve!. ~a! Central part;~b! Left tail; ~c! Right tail.
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PDFs presented here and below in the paper are in nondi-
mensional form. The horizontal axis represents the ratio be-
tween actual values and the rms values of the acoustic ex-
citation.

The probability distributions under consideration ap-
peared to be asymmetrical with a skewness parameter of
about 0.2. This skewness value is very stable and varies no
more than the rms values. Asymmetry is visible in the cen-
tral region of the PDF@see Fig. 3~a!#. The vertex of the
experimental curve is shifted to the left and slightly upwards
compared with the Gaussian curve. As a result, for negative
arguments in the interval@21.5s, 0# the experimental PDF
exceeds the theoretical curve and for positive arguments@0,
1.5s# the opposite situation occurred. Distribution asymme-
try has been also observed at the tails for arguments exceed-
ing a value ofu2su. At the left tail @Fig. 3~b!# the experimen-
tal PDF lies under the Gaussian curve whereas at the right
tail @Fig. 3~c!# the situation is reversed. It is also important to
note that there is a considerable difference between left and
right edges of the PDF, i.e., between minimum and maxi-
mum values in the time histories. The left tail tends to cut off
at 23.7s and the right is much longer up to 5s. Apart from
skewness there is some increase of kurtosis value~it was
about 3.1! compared to that of the Gaussian random process
which is equal to 3. Thus, the acoustic excitation caused by
jet-engine effluxes can be a non-Gaussian process.

IV. RESULTS OF SIMULATING ACOUSTIC
EXCITATIONS BY ACOUSTIC PROGRESSIVE WAVE
TUBE

Experimental studies were conducted at the University
of Southampton, UK in the APWT facility of 7.033.0
30.6-m dimensions which is equipped with a Wyle WAS

3000 siren and has the configuration described in Fig. 1. The
previously used analog control system was disconnected and
a new computer-based control system was set up. The
APWT siren was driven by a PC via an analog–digital–
analog conversion~ADC! electronic board PCI-20428W.
The VISUAL DESIGNER software supplied with the ADC
board was used for data acquisition, translation, and presen-
tation, as well as for monitoring the experiment. Precautions
have been taken when concatenating successive segments of
the driving signal as discontinuities exist at the segment
boundaries. To overcome this difficulty and to generate a
continuous time history, the beginning of each subsequent
segment was scanned point by point until the appropriate
time moment was found where the signal itself and its de-
rivative were close to those which occurred at the last point
of the previous segment. The past section of the new signal
segment was cut out and the successive segments were
smoothly joined. Instead of the above, one may prefer to
implement a windowing and overlapping procedure used in
shaker digital controllers. To do so a specific correction of
the input kurtosis and skewness values should be added as
discussed in Ref. 15.

Two types of PSD test specifications were considered.
The first is a triangular shape in the interval from 100 to 600
Hz with one broad maximum that is a conventional represen-
tation of jet noise PSD according to Ref. 2. The second test
specification resulted from tailoring the flight test measure-
ments described in Sec. III. Before initiating simulation ex-
periments with the bi-domain~PSD plus PDF! digital control
procedure developed, attention was focused on the achiev-
able advantages over the analog system in the frequency do-
main only, which were discussed in the Introduction. Power
spectrum control was performed by iterations when each

FIG. 4. Results of experiments for digital control of
APWT to simulate a triangular PSD~thick curve! with
a maximum at 200 Hz.~a! PSD of driving signal on the
first iteration;~b! PSD of acoustic signal in APWT~first
iteration!; ~c! PSD of driving signal on the sixth itera-
tion; ~d! PSD of acoustic signal in APWT~sixth itera-
tion!.
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subsequent PSD of the driving signal was corrected accord-
ing to formula ~3!. Figure 4 shows results obtained for the
triangular PSD with a maximum at 200 Hz, i.e., with most of
the acoustic pressure energy concentrated at lower frequen-
cies. The left-hand plots@Figs. 4~a!, ~c!# display PSDs of
driving signals generated in the computer. On the corre-
sponding right-hand plots@Figs. 4~b!, ~d!# one can see PSDs
of the response, which is the spectrum of the acoustic pres-
sure signal measured by the reference microphone in the
APWT test section. The experimental response PSD ob-
tained~thin curve! can be compared with the test specifica-
tion ~thick triangular line! prescribed. In all of these figures
and similar PSD plots below,v indicates the voltage of the
driving signal at the system input or the signal coming from
the microphone amplifier at the output.

Since the APWT is a complicated dynamic system with
its own resonances and nonlinear features, the necessary
PSD shape introduced to the driving signal for the first ex-
perimental run @Fig. 4~a!# was distorted during passage
through the APWT: the response PSD exceeded the pre-
scribed shape~thick triangular curve! at low frequencies
@Fig. 4~b!#. When, at the second iteration, the driving PSD
was decreased to compensate for the above effect, the re-
sponse PSD appeared to be closer to that required. The re-
sponse shape improved in further iterations and, as a result,
the prescribed PSD was achieved@see Fig. 4~d!# by a driving
signal with a rather specific PSD@Fig. 4~c!#. Similar results
were obtained for another PSD with a maximum shifted to
higher frequencies~from 200 to 400 Hz!. In this case, the
number of required iterations was three.

A more complicated problem was then considered to
reproduce the acoustic PSD shape obtained by tailoring of
flight test measurements@thick dotted curve in Fig. 5~a!#. A
principal difference and complication compared with the pre-
vious experiments was in simulation of a sharp peak at high
frequency. This became possible only with digital control of
the APWT. On the first iteration the PSD peak under consid-
eration was completely absent in the APWT response@thin
solid curve in Fig. 5~a!# even though it existed in the driving
signal. It appeared to be necessary to increase excitation
level considerably at this specific frequency~about 370 Hz!.
That was done in the second and, then, third iterations when
satisfactory simulation of this PSD peak was achieved in the
APWT response@Fig. 5~b!#.

Power spectrum graphs for intermediate iterations omit-
ted in Figs. 4 and 5 and for the case of triangular PSD with
a maximum at 400 Hz can be found in Ref. 16. Once PSD
simulation had been comprehensively tested, attention was
turned to the amplitude distribution~PDF! domain. When
there was no relevant control the PDF changed significantly,
taking various non-Gaussian forms~see Figs. 6 and 7!. For
example, for the PSD with the 400-Hz maximum, kurtosis
tended to values less than 3~particularly, 2.57 in this experi-
ment!, i.e., PDF tails were narrower@solid curve in Figs.
6~b!, ~c!# than those of the Gaussian model~dotted curve!.
For the PSD specification obtained by simulating field envi-
ronmental conditions, there was an opposite tendency and
kurtosis increased up to 3.85, making the PDF tails essen-
tially wider @Figs. 7~b!, ~c!#. At the same time, the distribu-

tion vertex was sharper than for the Gaussian law@Fig. 7~a!#.
In both cases the PDF was asymmetric with positive skew-
ness. Because of that the PDF tails were different: the right
tail was longer and had higher values than the left one for the
same arguments@see Figs. 6~b!, ~c! and 7~b!, ~c!#. The dis-
tribution vertex point was shifted to the left@Figs. 6~a! and
7~a!#.

Taking into account the above non-Gaussian behavior,
the APWT control procedure changed in further experiments
and deterministic adjustment of some phase angles in the
polyharmonic pseudorandom model was implemented as de-
scribed in Sec. II. The procedure was first applied to the case
of a triangular PSD with a maximum at 400 Hz. The objec-
tive was to increase the above-mentioned kurtosis value 2.57
obtained before PDF control and to reach the value of 3.1
observed in flight test measurements. Since a Gaussian driv-
ing signal with kurtosis about 3.0 produced APWT system
response with lower kurtosis~2.57!, then, to have the latter
increased, a non-Gaussian driving signal with kurtosis higher
than 3.0 was necessary and a figure of 6.0 was tried on the
first iteration. However, this value appeared to be too high
and the response kurtosis of 4.5 on the first iteration was
larger than necessary. Similarly to the above experiments,

FIG. 5. Results of APWT experiments~thin solid curve! for the PSD ob-
tained by tailoring of flight test measurements~thick dotted curve!. ~a! PSD
of acoustic signal in APWT~first iteration!; ~b! PSD of acoustic signal in
APWT ~third iteration!.
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the response PSD on the first iteration was very different
from the required triangular form@Fig. 8~a!#. A kurtosis
value of 5.5 was prescribed for the driving signal on the
second iteration. As a result, the response kurtosis which was
3.3 became much closer to the required value. The response
PSD on the second iteration@Fig. 8~b!# gained the necessary

triangular form, although it was still different from the pre-
scribed shape~thick line!. The next two iterations were made
with the same kurtosis value~5.5! of the driving signal to
overcome fluctuations in the response PSD and to check sta-
bility of the response kurtosis, which was 3.15 and 3.25 on
the third and fourth iterations, respectively. With these val-

FIG. 6. Probability density function~solid curve! of the APWT acoustic
signal (kurtosis52.57, skewness50.28) with a PSD maximum at 400 Hz
~dotted curve is the Gaussian law!. ~a! Central part;~b! Left tail; ~c! Right
tail.

FIG. 7. Probability density function~solid curve! of the APWT acoustic
signal (kurtosis53.85, skewness50.31) obtained by tailoring environmen-
tal conditions~dotted curve is the Gaussian law!. ~a! Central part;~b! Left
tail; ~c! Right tail.
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ues in mind, which slightly exceeded, on average, the pre-
scribed kurtosis of 3.1, the fifth and last iteration was driven
by a signal with a kurtosis value of 5.4 and both character-
istics of the APWT response, PSD and kurtosis, were fitted
@Fig. 8~c!#. Thus, simulation of the non-Gaussian kurtosis
parameter was made simultaneously with PSD correction
and this did not require additional experimental runs. Plots

with PSDs of driving signals were presented in Ref. 16.
Correction of the APWT acoustic pressure skewness

value appeared to be necessary for the third PSD obtained by
tailoring flight test measurements. At the end of PSD correc-
tions made without control of non-Gaussian features of the
response@see Fig. 5~b! for PSD and Fig. 7 for PDF#, the
skewness of the acoustic signal generated by the APWT was
0.31. In flight tests, the lower value of 0.2 has been observed.
Thus, if a driving signal with zero skewness produced re-
sponse with a too-positive skewness value, it was necessary
to reduce the response skewness by generating a driving sig-
nal with some regative skewness. This was done for the next
iteration and the skewness value was20.2. The result of this
action led to a trend in the required direction: the response
skewness was reduced, and a value about zero appeared. It
meant that the necessary skewness value 0.2 had been over-
stepped~initial value 0.31 changed to 0!. Therefore, the next
driving signal with skewness value of20.11, lower than
20.2 for the previous iteration, was input to the APWT and,
as a result, the response skewness turned back to positive
values, although it was smaller~0.07! than required. Thus,
negative skewness of the driving signal needed to be further
reduced and a new driving signal with20.07 skewness was
generated. This was accepted as the last iteration because the
response skewness~0.22! obtained was different from the
required value of 0.2 by no more than the scatter of the
experiment.

To evaluate performance of the technique developed for
control of the APWT-generated acoustic excitation in the
amplitude distribution domain, one should compare Figs.
3~a! and 9~a! where the central parts of the PDFs in the flight
test and in the APWT simulation are shown. The behavior of
distribution tails is presented in Figs. 3~b! and ~c! and 9~b!
and~c!. It is clear from these plots that deviations of the PDF
from Gaussian distribution~dotted curve! are similar in both
cases~for field data and for acoustic excitation, generated in
APWT!. Thus, the simulation method presented in Sec. II
can provide PDF fitting in addition to conventional PSD
modeling.

V. CONCLUSIONS AND RECOMMENDATIONS

A computer-based control system was used for running
the acoustic progressive wave tube test rig. The methodol-
ogy, which is of considerable significance in relation to
acoustic fatigue testing of aircraft structures, is based on
digital generation of the driving signal sent to the APWT
siren input. The acoustic pressure signal measured at the test
section of the tube is acquired by the same computer and
then, the PSD and PDF characteristics obtained are com-
pared with those prescribed for simulation. The divergence is
compensated by immediate modification of the driving signal
and this process is repeated until the test specification has
been attained with a reasonable precision.

An up-to-date testing technique known as ‘‘tailoring’’ of
in-service environment has been achieved in APWT experi-
ments: characteristics of the acoustic excitation to be simu-
lated in the APWT were determined directly from flight test
measurements for the particular aircraft. The test specifica-
tion setup included two features that could not be realized

FIG. 8. PSD of acoustic pressure signals in experiments for digital control
of APWT to concurrently simulate kurtosis and PSD.~a! First iteration:
input kurtosis56.0, output kurtosis54.5; ~b! Second iteration: input
kurtosis55.5, output kurtosis53.3; ~c! Fifth iteration: input kurtosis55.4,
output kurtosis53.08.
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with analog driving systems. The first feature is the presence
of sharp PSD peaks which are too narrow to be simulated by
the analog 1/3-octave filters. Digital simulation in the form
of Fourier expansion enabled implementation of any small
frequency discretization step and, hence, large gradients in
the PSD shape were allowed. Another difficulty which

emerged with the tailoring approach was that the acoustic
excitation measured in flight appeared to be a non-Gaussian
random process. The APWT system itself also introduces
distortions from the Gaussian model because of nonlinear
behavior. To reflect the environmental non-Gaussian effects
or to compensate for those caused by the APWT, a novel
method for adjustment of harmonic phase angles has been
developed to make the driving signal non-Gaussian with the
prescribed skewness and kurtosis parameters.

A comprehensive experimental program has been car-
ried out and iterative control procedure was used within the
bounds of the Gaussian model and for non-Gaussian simula-
tion when kurtosis and skewness parameters were under con-
trol together with PSD. In the latter case, the conclusion is
that the necessary PDF parameters of acoustic excitation can
be achieved in the APWT after a few iterations of driving
signal correction and the number of iterations for simulta-
neous kurtosis or skewness and PSD control has not ex-
ceeded the number required for single PSD correction as in
the traditional simulation technique.
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The problem of detecting a source in shallow water is addressed. The complexity of such a
propagation channel makes precise modeling practically impossible. This lack of accuracy causes a
deterioration in the performance of the optimal detector and motivates the search for suboptimal
detectors which are insensitive to uncertainties in the propagation model. A novel, robust detector
which measures the degree of spatial stationarity of a received field is presented. It exploits the fact
that a signal propagating in a bounded channel induces spatial nonstationarity to a higher degree
than mere background noise. The performance of the proposed detector is evaluated using both
simulated data and experimental data collected in the Mediterranean Sea. This performance is
compared to those of three other detectors, employing different extents of prior information. It is
shown that when the propagation channel is not completely known, as is the case of the
experimental data, the novel detector outperforms the others in terms of threshold signal-to-noise
ratio ~SNR!. In the presence of environmental mismatch, the threshold SNR of the novel detector for
the experimental data appears 2–5 dB lower than the other detectors. That is, this detector couples
good performance with robustness to propagation uncertainties. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1349536#

PACS numbers: 43.60.Cg, 43.60.Bf@JCB#

I. INTRODUCTION

Source detection in noise is a classic problem with ap-
plications in many fields~e.g., sonar, radar, communication,
etc.!. The optimal procedure, i.e., the likelihood ratio test,
can only be applied when the joint probability density func-
tion ~pdf! of the received signal and noise are known. This,
in turn, requires perfect knowledge of the propagation chan-
nel. Shallow water, however, is an example for a channel
that is, in practice, too complex to be fully characterized. It is
therefore necessary to revert to suboptimal methods relying
on lesser degrees of prior knowledge of the propagation
channel. In this work, we compare the performance of four
detectors that employ different extents of such information.
These detectors range from the optimal, maximum-
likelihood detector to the simple and robust energy detector.
In particular, a novel detector first suggested in Ref. 1 is
studied.

This detector is based on a test for spatial stationarity
which exploits stationary-specific spectral characteristics. To
understand how this test is applied to the detection problem,
one must consider the sufficient and necessary conditions for
spatial stationarity. For a measured field~generated by un-
correlated sources whose signals are propagating! to be spa-
tially stationary, the following, proven in Appendix A, must
hold:

~1! The sources are located in the far-field zone relative to
the site of measurement.

~2! The measured signals are uncorrelated.

~3! The sources are temporally stationary.
~4! The additive noise is spatially stationary.

Thus, if condition 4 is met, but at least one of conditions 1–3
is not met, then measurements of the levels of spatial station-
arity can differentiate between noise-only and signal1noise
scenarios. When a signal propagates in a bounded channel,
such as an underwater one, condition 2 is obviously violated
because of the induced echoes~multipath!. These echoes are
expected to increase the level of nonstationarity of mere un-
derwater background noise. This forms the motivation for
using the level of spatial stationarity a measure for the exis-
tence of a source in shallow water: even when the back-
ground noise is not purely spatially stationary~condition 4!,
it suffices that the degree of spatial nonstationarity induced
by the multipath is greater than that of the noise. Thus, it is
apparent that for such a detector, the only prior information
assumed is:

~1! the propagation channel is bounded; and
~2! the additive noise is of a low degree of spatial nonsta-

tionarity.

Most importantly, the exact nature of the propagation chan-
nel is of no direct importance.

In order to compare the performance of the stationarity-
based detector to that of the other detectors, both simulated
data and experimental data are used. The simulations were
carried out on one of the benchmarks~‘‘genlmis’’ ! used in

1053 1053J. Acoust. Soc. Am. 109 (3), March 2001 0001-4966/2001/109(3)/1053/11/$18.00 © 2001 Acoustical Society of America



the May 1993 NRL Workshop on Acoustic Models in Signal
Processing.2 Experimental results were obtained by process-
ing data collected in the Mediterranean Sea by the NATO
SACLANT Center.3

We proceed next with a formulation of the detection
problem. A digression is then made to discuss in detail the
proposed principle for testing for spatial stationarity. The
principle behind the test is presented together with various
issues related to its implementation. These include effects of
finite array aperture, a spectrum estimator, and its statistics.
After these preliminaries, the proposed detector is presented,
followed by three alternative detectors. Finally, simulation
and experimental results are shown, followed by a discus-
sion.

II. PROBLEM FORMULATION AND DEFINITIONS

Consider a stochastic field,y(t;X), wheret denotes the
time coordinate andX is a vector representing a point in a
spatial coordinate system. Assume this field to be temporally
ergodic, temporally stationary, zero-mean, and with a
spatial-covariance function defined as

Covy~0;X1 ,X2![E$y~ t;X1!y* ~ t;X2!%, ~1!

whereE$•% is the expectation operator. Covy is not a func-
tion of t due to the temporal stationarity ofy(t;X).

The field, existing in a horizontally bounded channel, is
sampled in space and time. The spatial samples are obtained
using a vertical array ofP sensors located at known depths
$Xp%p50

P21. Temporal sampling takes place atL time instants,
$t l% l 50

L21. Assume the temporal samples at differentt l ’s are
uncorrelated—while this is certainly not a requirement, it
certainly simplifies the expressions and analyses presented
below. Denote for brevity:y( l ,p)5y(t l ,Xp) and y( l )
[@y( l ,0), ... ,y( l ,P21)#T.

The source detection problem is formulated as a deci-
sion problem: given theL•P temporal and spatial samples,
accept the null hypothesisH0 , or reject it in favor of the
alternativeH1

H0 :y~ l !5n~ l !,
~2!

H1 :y~ l !5ssg~r s ,zs ,u!s~ l !1n~ l !.

The signal,s, and noise,n, are considered temporally station-
ary, zero-mean, independent processes.

The spatial transfer function from the source to the array
is denotedg(•), and is normalized so thatss

2 is the unknown
average signal power for a single sensor in the array~the
signal power varies from sensor to sensor, depending on the
absolute values of the different elements ofg(•);ss

2 is de-
fined such, thatP•ss

2 is the total energy received by the
array!. The transfer function,g(•), depends on the following
parameters:r s , the distance of the source from the array;zs ,
the depth of the source; andu, other parameters characteriz-
ing the propagation channel.

In practice,g(•), r s , zs , and u are often completely
unknown, partially known~model uncertainties!, or incor-
rectly characterized~mismatches between model and reality!.
Such incomplete knowledge of the channel limits the perfor-

mance of standard detectors. We propose to circumvent this
difficulty by employing a test for spatial stationarity which is
described next.

III. TESTING FOR SPATIAL STATIONARITY

Spatial stationarity is defined in an analogous fashion to
the well-known temporal stationarity. That is, in a wide
sense spatially stationary field the correlation between the
data received at two sensors located at any points,Xp1

and
Xp2

, is only a function of the distance between them,iXp1

2Xp2
i . A test for spatial stationarity is particularly appeal-

ing for source detection in shallow water because a signal
propagating in a bounded channel induces spatial nonstation-
arity. Thus, detection is possible without the need for com-
plete knowledge of the propagation channel.

Unfortunately, the literature does not offer an abundance
of test procedures for spatial stationarity. A noteworthy ex-
ception is Ref. 4, whose authors check for spatial stationarity
using a covariance structure. This test is sensitive to the
property of centrosymmetry which is exhibited by the
sample covariance matrix of a spatially stationary field
sampled by a uniform, linear array. We propose another test
which relies on spectral structure~rather than covariance
structure!, and is applicable to an arbitrary geometry of sen-
sors. The principle and implementation of this test are now
described.

A. Principle

The proposed test, first suggested in Ref. 1, exploits a
relationship between the second-order spatial cumulant spec-
trum and the second-order spatial spectrum of a spatially
stationary field. Differentiating between the cumulant spec-
trum and the spectrum, the terminology given in Ref. 5 is
used. Note that the literature is not consistent in definitions.
Compare, for example, Refs. 5 and 6.

The spatial cumulant spectrum~we refer throughout to
second-order spectra! is defined as a two-dimensional Fou-
rier transform

SCSy~k1 ,k2![E
X1

E
X2

Covy~0;X1 ,X2!

3e2 j ~k1
t X11k2

t X2!dX1 dX2 . ~3!

Covy is defined in~1!, andk is the angular spatial frequency
vector ~of the same dimension as the vectorX! containing
the directional wave numbers.

The spatial cumulant spectrum is well defined for any
field. However, for a ~spatially! stationary field,
Covy(0;X1 ,X2) is constant for alliX12X2i5X, and is de-
noted Covy(0;X). In this case the spatial-poly-spectrum~or
simply spatial spectrum!, can be defined as a one-
dimensional Fourier transform

SSy~k![E
X
Covy~0;X!e2 j ktX dX. ~4!

Furthermore, under spatial stationarity5
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SCSy~k1 ,k2!5SSy~k1!d~k11k2!, ~5!

whered~•! is Dirac’s delta function. That is, SCSy(k1 ,k2)
vanishes identically outside the plane defined byk11k2

50. It is this property upon which the test for spatial station-
arity is based.

B. Implementation

In order to implement the test for spatial stationarity
@Eq. ~5!#, an estimate of the spatial cumulant spectrum, based
on the available temporal-spatial samples of the field, is re-
quired. Spectrum estimation has been thoroughly studied and
a variety of estimators exists in the literature. In this context,
we want to highlight a few points of spectral estimation
which are relevant to the application at hand. To simplify the
presentation, we assume from this point on that the available
samples are collected from a linear array whose sensors are
equally spaced~LES array!. For nonuniform spatial sampling
~array of arbitrary geometry!, appropriate spectrum estima-
tion algorithms can be found in the literature.7,8 In particular,
an indirect spatial cumulant-spectrum estimator and its sta-
tistics are described below. First, however, we comment on
the effects of a finite array length on the identity~5!.

1. Effects of finite array aperture

GivenP spatial samples, obtained from a uniform, linear
array of sensors, define theP3P spatial-covariance matrix
as

@Cy#p1 ,p2
5Cy~p1 ,p2!5Covy~0;p1 ,p2!

p1 ,p250,...,P21, ~6!

wherep1 andp2 now represent one-dimensional coordinates
of the arrays. Thus, the covariance matrix can be viewed as a
grid sample of the covariance function defined in~1!.

The two-dimensional discrete Fourier transform of this
matrix yields the spatial cumulant-spectrum matrix

@Sy#k1 ,k2
5Sy~k1 ,k2!

5 (
p150

P21

(
p250

P21

Cy~p1 ,p2!e2 j ~2p/P!~p1k11p2k2!,

~7!

wherek1 ,k2 are discrete spatial frequency indices.
One might expect~5! to hold for the finite-aperture spa-

tial cumulant-spectrum matrix~7! so that its ‘‘off-diagonal’’
(k11k250 modP) elements should be zero under stationar-
ity. However, the finite number of sensors, manifested in the
finite summation of~7!, create a ‘‘spatial-windowing’’ ef-
fect. Hence,Sy is not, in general, a grid sample of the spatial
cumulant spectrum, SCSy(k1 ,k2). Therefore, Eq.~5! does
not precisely hold for the matrixSy, even under stationarity.
In fact, the off-diagonal elements (k11k2Þ0 modP) are re-
lated to the actual spatial spectrum as

Sy~k1 ,k2!5
2 j Im$Sy~k1!2Sy~P2k2!%

12e2 j ~2p/P!~k11k2! , ~8!

whereSy(k), k51,...,P is the discrete spatial spectrum de-
fined in the stationary case

Sy~k!5 (
p50

P21

Covy~0;p!e2 j ~2p/p!kp. ~9!

For proof, see Appendix B. It is evident that in general@un-
lessSy(k) is constant or real# ~8! is not zero. This leakage
from the diagonal to the off-diagonal elements should be
taken into account in devising the test for spatial stationarity
based on~5!.

2. Spectrum estimation

We turn now to estimate the spatial cumulant-spectrum
matrix according to the indirect method. The first step is to
estimate the spatial-covariance matrix,~6!. Exploiting the
temporal ergodicity of the measured field, the expectation
operator in~1! is approximated by temporal averaging

Cŷ5
1

L (
l 50

L21

y~ l !yH~ l !. ~10!

It is well known that this is a consistent estimator ofCy.
Moreover, for a Gaussian field, it is also the maximum-
likelihood estimator. Next, the finite aperture spatial
cumulant-spectrum matrix,Sy of ~7!, is estimated as

@Sŷ#k1 ,k2
5Sŷ~k1 ,k2!

5 (
p150

P21

(
p250

P21

Cŷ~p1 ,p2!e2 j ~2p/P!~p1k11p2k2!.

~11!

An interesting fact about~11! is that it is a consistent
estimator of ~7!. In particular, in Ref. 9 it is shown that
asymptotically, under general conditions

Var$Sŷ~k1 ,k2!%}
1

L
. ~12!

In practice, if there are no stringent limitations on the num-
ber of temporal snapshots, L, the variance of~11! can be
arbitrarily reduced. Note, however, that although~11! is un-
biased with respect to~7!, it is biased with respect to~3! due
to the spectral leakage. As discussed in the previous subsec-
tion, this bias is a result of the finite number of sensors, and
is reduced when the array aperture is increased.

3. Statistics of the spectrum estimator

The asymptotic statistics of the spatial cumulant-
spectrum matrix estimator,~11!, is now derived for the spe-
cial case where the field has a complex Gaussian distribu-
tion. Assume y( l );NC(0,Cy), and the y( l )’s are
uncorrelated as assumed in Sec. II. Then,~10! has the com-
plex Wishart distribution,6 with the following mean and co-
variance:

E$Cŷ~p1 ,p2!%5Cy~p1 ,p2!, ~13!

Cov$Cŷ~p1 ,p2!,Cŷ~p3 ,p4!%5
1

L
Cy~p1 ,p3!Cy* ~p2 ,p4!.

~14!
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Asymptotically, applying the multivariate central limit
theorem,10 the elements ofCŷ are jointly Gaussian. The ele-
ments ofSŷ are each a linear transformation, and are there-
fore also asymptotically jointly complex Gaussian. Their
mean and covariance can be computed directly

E$Sŷ~k1 ,k2!%5Sy~k1 ,k2!, ~15!

Cov$Sŷ~k1 ,k2!,Sŷ~k3 ,k4!%

5
1

L
Sy~k1 ,2k3 modP!Sy* ~k2 ,2k4 modP!. ~16!

It is convenient, for future reference, to arrange the ele-
ments of the covariance and spectrum matrices in vectors.
Let ĉ1 contain theP diagonal elements ofCŷ, and ĉ2 the
P(P21)/2 elements of the upper~or lower! triangle. Simi-
larly, arrange theP diagonal elementsSŷ(k,2k modP) into
the P-length vectorŝ1 , and theP(P21)/2 elements of the
upper~or lower! triangle intoŝ2 . We can now write:

ĉ5F ĉ1

ĉ2
G ;

L→`

NCS m̂c5F m̂1
c

m̂2
cG , L̂c5F L̂11

c L̂12
c

L̂21
c L̂22

c G D ~17!

ŝ5F ŝ1

ŝ2
G ;

L→`

NCS m̂s5F m̂1
s

m̂2
sG , L̂s5F L̂11

s L̂12
s

L̂21
s L̂22

s G D , ~18!

where the elements of the mean subvectors,m, and covari-
ance submatrices,L, are given by~13!–~16!.

IV. THE PROPOSED DETECTOR

We now apply the test for spatial stationarity, as de-
scribed in the previous section, to the detection problem. To
do so, the decision problem~2! is rephrased in a much more
general form:

H0 : The field is spatially stationary to a low~or, to a known
arbitrary! degree.

H1 : The field is spatially nonstationary to a high degree.

According to ~5!, underH0 , the off-diagonal elements
of the spatial cumulant-spectrum matrix are expected to be
close to zero. However,~8! predicts a leakage to the off-
diagonal elements. Furthermore, this leakage is a function of
the actual spatial spectrum of the received field. In devising a
robust detector for a highly unknown channel, such as shal-
low water, we have the following objectives in mind. First,
the dependence of the detector on the actual spectrum should
be diminished. Second, the detector should work well even if
the field, underH0 , is not completely spatially stationary.
Rather, it is required to detect a difference in the degree of
spatial stationarity when there is only noise and when there
is a source. Last, low computational complexity is preferred.

To meet these objectives, the nonstationary energy is
found to be a good criterion. That is, we propose to sum the
magnitude square of all the off-diagonal elements in the spa-
tial cumulant-spectrum matrix. The following portrays the
algorithm for this detector:

~1! Estimate the second-order spatial-cumulant-spectrum
matrix, Ŝ, according to~11! and~10!, ~alternatively, use
any suitable estimator!.

~2! Form the test statistic as the sum of the magnitude
square of the off-diagonal elements of~11!, and perform
the test

z5ŝ2
Hŝ25

1

2 (
k150

k11k2Þ0 modP

P21

(
k250

P21

uSŷ~k1 ,k2!u2

H1

.

,

H0

g, ~19!

where the thresholdg determines the probability of
‘‘false alarm,’’ Pf a .

As stated, the test procedure does not require any infor-
mation in addition to that which is described in Sec. II. Thus,
it is not necessary to know the channel characteristics~apart
from it being bounded!, nor the distribution of signal and
noise. However, to fixg, the distribution of the field under
H0 is required. Below is an example derivation of the statis-
tics of z under additional assumptions.

Assume thatH0 :y( l )5n( l ), where the noise,n( l ), is
Gaussian, and spatially white. That is,n( l );NC(0,Cn),
whereCn5sn

2I . Using ~7! one obtains

Sy~k1 ,k2!5H Psn
2, k11k250 modP,

0, otherwise,
~20!

and using~15!–~16!, and the vector notation in~18!,

ŝ2 ;
L→`

NCS 0,
P2

L
sn

4I D . ~21!

Hence,z[ ŝ2
Hŝ2 is asymptotically distributed~e.g., Ref. 6!

z ;
L→` P2sn

4

2L
x

~P22P!

2 , ~22!

wherex (n)
2 is the standard chi-square distribution withn de-

grees of freedom. Thus, for any given false alarm,Pf a

5Pr$zuH0.g%, the thresholdg can be set.

V. ALTERNATIVE DETECTORS

It is instructive to compare the proposed novel detector
to others that combine different degrees of computational
complexity,a priori assumptions, and performance. In par-
ticular, an energy detector~ED!, a variation on the stationar-
ity test ~LRT1!, and a generalized likelihood ratio test
~GLRT2! are selected.

A. Energy detector

The energy detector~ED! uses a simple comparison of
the measured energy of the received signal to a threshold

z0[1tĉ15traceCŷ

H1

.

,

H0

g0, ~23!

where1 is an all-ones vector,Cŷ is defined in~10!, and ĉ1

follows the notation~17!. The test statistic is thus ignorant of
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any prior information. However, as in the case of the novel
detector, setting the threshold,g0 , requires knowledge of the
distribution of the noise (H0).

For the special case discussed in the preceding section,
i.e., n( l );NC(0,sn

2I ), each element ofĉ1 is distributed as
(sn

2/2L)x (2L)
2 .6 As defined,z0 is a P sum of such variates;

therefore

z0;
sn

2

2L
x~2LP!

2 . ~24!

B. Likelihood ratio stationarity test

Both the proposed stationarity test and the ED assume
no prior knowledge on the distribution of the field. The fol-
lowing test, LRT1, is carried out with a known distribution
of the noise. That is,H0 is fully characterized. In this case, a
more powerful variation to the stationarity test can be posed.
Instead of using the ‘‘energy’’ criterion~19!, we can set up a
likelihood ratio test.

Assuming that underH0 the additive noise is Gaussian
with a known mean,ms, and covariance,Ls, whereas under
H1 the distribution is also Gaussian but with unknown pa-
rameters, the generalized likelihood ratio test is

maxm,Lf ~ ŝuH1 ;m,L!

f ~ ŝuH0 ;ms,Ls!
}z15@ ŝ2ms#H@Ls#21@ ŝ2ms#

H1

.

,

H0

g1,

~25!

where the vector notation is defined in~18!. If, for example,
the covariance matrix of the noise is given asCn5sn

2I , and
its mean is zero,z1 can further be simplified using~20!, ~15!,
and ~16!

z15
L

P2sn
4 ~ ŝ2

Hŝ21@ ŝ121Psn
2#H@ ŝ121Psn

2# !. ~26!

In a manner similar to that of~22!, the distribution ofz1

is

z1 ;
L→` P2sn

4

2L
x

~P21P!

2 , ~27!

andg1 can be set.

C. Generalized likelihood test

The last test considered, GLRT2, is a two-sided gener-
alized likelihood ratio test for the original hypotheses prob-
lem ~2!. It exploits even more prior information than do the
other tests presented above. Specifically, this test is formu-
lated in the matched-field processing~MFP! framework. In
MFP one tries to incorporatea priori knowledge of the
propagation channel into estimators and detectors. It has
been shown that MFP indeed exhibits a considerable im-
provement over other schemes.11 Moreover, techniques
based on MFP usually do more than just detection: they pro-
vide estimates of the source location, as well as model pa-
rameters. However, such techniques are not always appli-
cable. First, the propagation channel may be too complex to
model correctly. Then, even when acceptable models do ex-

ist, these methods are very sensitive to parameter mis-
matches in the propagation channel. Last, dealing with
model uncertainties usually involves an intense computa-
tional complexity. As shown below, a MFP procedure at-
tempting to detect just one source involves a multidimen-
sional extremum problem. In this manuscript we are
concerned with robust detectors, i.e., detectors that perform
well despite the fact that they are applied in the presence of
model mismatches. We include this likelihood-ratio test to
get an idea of what might be accomplished~i.e., some kind
of a performance bound!, rather than as a practical, robust,
detector alternative.

Assume as known the distribution of the field underH0 .
UnderH1 , assume knowledge of the channel transfer func-
tion, g(•), but not of its parameters,r s , zs , and u. For a
complex Gaussian noise and signal, the likelihood ratio is

maxr s ,zs ,u,ss
) l 50

L21f ~y~ l !uH1 ;r s ,zs ,u,ss!

) l 50
L21f ~y~ l !uH0!

. ~28!

WhenCn5sn
2I , the test statistics may be simplified as~see

Appendix C!

z2[H minr s ,zs ,u @ ln f~y,r s ,zs ,u!2f~y,r s ,zs ,u!#

when snr̂ML.0,

21 when snr̂ML<0,
~29!

where f(y,r s ,zs ,u)[(gHCŷg/sn
2gHg), snr̂ML[@f(y,r s ,

zs ,u)21#/gHg, andCŷ is defined in~10!. The test procedure
then becomes

z2

H0

.

,

H1

g2 . ~30!

For a givenPf a , the threshold for this detector,g2 , is ana-
lytically difficult to obtain even for this simple case.

VI. SIMULATION RESULTS

The four detectors were tested using simulated data. The
propagation model used for the underwater channel is one of
the benchmarks~‘‘genlmis’’ ! defined in the May 1993 NRL
Workshop on Acoustic Models in Signal Processing.2 This
model is presented in Fig. 1. It consists of a single source
which is located at a depthzs , and at a distancer s from a
vertical array of sensors. The propagation channel has two
layers and is characterized by seven parameters. First, the
water layer, has a depth ofD. The sound-speed profile is
linear, beginning withC0 at sea level and ending withCD

2 at
depth D. Next is the sediment layer with a densityr and
attenuationa. The sound-speed profile in the sediment layer
starts atCD

1 at depthD, is linear till a depth of 200 m where
it is Cbot, and remains constant at lower depths. The bench-
mark also specifies nominal values for these seven channel
parameters together with allowed uncertainties. These are
presented in Table I.

The field in this channel was simulated, using a normal
mode propagation program,KRAKEN,12 for a narrow-band
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point source located atr s57000 m, zs550 m and centered
around 100 Hz. Temporally and spatially white Gaussian
noise was added to the signal. As for the channel parameters,
two simulations were performed. In the first, the nominal
values were used~Table I!, whereas in the second, mis-
matches~within the allowed tolerances of the benchmark!
were introduced~see below!. The simulated field was
sampled in space using a uniform, vertical array of 13 sen-
sors whose aperture is the depth of the water layer.

In each simulation~with and without parameter mis-
matches!, each detector processed 1000 time ‘‘frames,’’
~each composed of 100 temporal snapshots!. The detectors
were implemented as described in~19!, ~23!, ~26!, and~29!.
In applying GLRT2, ~29!, the minimization over all nine
parameters (r s ,zs ,u5@D,C0 ,CD

2 ,CD
1 ,Cbot,r,a#) were not

carried out. Rather,u was assumed to equal the nominal
parameters as shown in Table I, and the minimization was
done overr s , zs only. That is, in the simulation with no
mismatches, the same nominal parameters were used for cre-
ating both the field and for GLRT2. However, in the simu-
lation involving mismatches, a different set of channel pa-
rameters,u, was used for creating the field~see Table I!, but
the nominal values were still used by the test. This deliber-
ate, erroneous choice of parameters served our intention of
testing GLRT2 under model mismatches, as discussed in
Sec. V C. Figures 2 and 3~corresponding to the no-mismatch
and the mismatch simulations, respectively! depict the prob-

ability of detection (PD) for each detector for different
signal-to-noise ratios. The indicated SNRs are per snapshot
per sensor. For each detector the threshold was fixed to cor-
respond toPf a51023.

VII. EXPERIMENTAL RESULTS

In addition to the simulations, we applied experimental
data to the four detectors. The data were collected by the
SACLANT Center in a shallow-water area off the Italian
coast in October 1993. A detailed description of the experi-
mental setup and data may be found in Ref. 3. We were
particularly interested in the data collected on 27 October,
where a support ship towed a source away from an array of
48 hydrophones~with hydrophone interspacing of approxi-
mately 2 m!, located in a shallow-water environment with a
depth of 200 m. The source transmitted in the 160–180-Hz
frequency band only 30 s out of every 60 s. These data were
filtered and decimated to extract the 160–180-Hz band, and
then grouped into frames; each frame was composed of 100
complex snapshots~the length of each frame corresponding
to 6 s approximately, i.e., the source location was almost
constant during each frame/trial!. To give an idea of the ef-
fect of motion on the experiment, we note from Ref. 3 that
the tow ship was cruising at 3.5 kn, so the source progressed

FIG. 1. The ‘‘genlmis’’ benchmark
propagation model.

TABLE I. Values for parameters of ‘‘genlmis’’ benchmark propagation model.

Channel parameter
Nominal value
& uncertainty

Simulation values

No-mismatch Mismatch

D—depth of water layer@m# 102.562.5 102.5 100.0
C0—sound speed at surface@m/s# 1500.062.5 1500.0 1502.5
CD

2—sound speed at bottom of water
layer @m/s#

1480.062.5 1480.0 1477.5

CD
1—sound speed at top of sediment
layer @m/s#

1600650 1600 1550

Cbot—sound speed at lower half of
sediment layer@m/s#

17506100 1750 1850

a—sediment attenuation@dB/l# 0.3560.25 0.35 0.60
r—sediment density@g/cm# 1.7560.25 1.75 2.00
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approximately 10 m in 6 s. Furthermore, Fig. 1 in Ref. 3
implies that during the experiment, the source was in the
5–15-km range from the array.

From the available data we were able to obtain only 50
frames of noise only (nk), and 50 frames of
signal1noise(sk). The limited amount of data introduced
some difficulties which we discuss below:

~1! The limited number of test frames cannot constitute a
proper performance analysis. However, we trust that it
suffices to demonstrate what can be achieved in a prac-
tical situation, where one knows little about the received
signal and noise, and even less about the channel.

~2! The LRT1 and GLRT2 detectors assume thatCn is
known. It was therefore necessary to estimate the noise
covariance matrix so that the data could be prewhitened
for these two detectors. This was done using five of the
noise-only frames. Note that both the energy detector

and the proposed one do not require the noise to be
white, and indeed processed the original, unwhitened
data.

~3! Comparing the performances of the detectors at varying
signal-to-noise ratios~SNR! was not directly possible
because thesk frames are of a fixed and unknown SNR
~denote this SNR asb!. We therefore constructed com-
pound frames,yk , of varying relative SNRs~relative to
b! by adding together the remaining 45 signal1noise
and noise-only framesyk5sk1(a21)nk , k51,...,45.
That is,a controls the SNR~relative tob! of the com-
pound framesyk . In other words, the true SNR ofyk

constructed with a givena is approximatelyb/a2. Thus,
for large values ofa, asa is increased, the SNR ofyk is
decreased by approximately 20 log(a) in dB.

~4! As the distribution of the ocean noise could not be prop-
erly estimated for lack of data, the detectors’ thresholds
were empirically obtained by processing the noise-only
frames,$nk%k51

45 and selecting values matching a false-
alarm probability of 1/45.

The 45 compound frames were processed using the four
described detectors. As with the simulated data, we did not
attempt to perform the multidimensional minimization in
~29!. As discussed, we are interested in evaluating the per-
formance of GLRT2 in the presence of mismatches. Thus,
instead of searching over all unknown parameters, we
searched only over the source’s depth and range, confining
the search to the approximate locations given in Ref. 3. The
rest of the parameters, however, were taken from Ref. 3:
some~depth, sound-speed profile! were measured on the day
of the experiment; others were taken from measurements
done on previous occasions in the nearby area. Figure 4
shows the total number of detections~of 45 frames! for dif-
ferent relative signal-to-noise ratios.

FIG. 2. Simulation results~no mismatch!: Probability of detection as a
function of SNR.

FIG. 3. Simulation results with mismatches: Probability of detection as a
function of SNR.

FIG. 4. Experimental results: Probability of detection as a function of rela-
tive SNR.
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As mentioned above, accurate estimation of the distribu-
tion of the received signal and noise was not possible. Nev-
ertheless, it is interesting to observe, at least qualitatively,
the spatial nature of the experimental measurements. To this
end, five noise-only and five signal1noise data frames were
used to respectively estimate their spatial covariance matri-
ces. To highlight the differences, both matrices were normal-
ized so that the maximum of the absolute value of the ele-
ments of each matrix is unity. The absolute values of these
matrices are shown in Figs. 5 and 6. Next, the respective
spatial cumulant-spectrum matrices based on the normalized
covariance matrices were computed. The absolute values of
these are shown~in a logarithmic scale! in Figs. 7 and 8.

VIII. DISCUSSION

It is instructive to study the simulation results together
with the experimental results. As statistically valid conclu-
sions cannot be drawn from the experimental results~only 45

test frames were used!, these results serve only to demon-
strate what happens in the practical case, as well as to sup-
port the simulation results.

GLRT2, employing information on bothH0 andH1 , is
clearly the best detector in the simulations in which the chan-
nel closely resembles its model. The sensitivity of this detec-
tor to channel mismatches is demonstrated in Figs. 2 and 3:
the performance dropped by;2 dB when small mismatches
were introduced into the model. This effect is greatly ampli-
fied in practice, where the propagation model is only a gross
approximation~based on measurements and historic data! of
the real channel. Indeed, in the experimental results~where
considerable mismatches are very likely! GLRT2 is seen in
Fig. 4 to have an erratic behavior and its performance is
drastically degraded. In fact, the simple energy detector is
comparable in performance. It is important to clarify that
GLRT2 was tested in the presence of mismatches. One may
justifiably argue that if we had employed means of reducing
model uncertainties@such as carrying out the multidimen-
sional search, referred to in~29!, or some other clever opti-

FIG. 5. Experimental results: Normalized estimated noise-only spatial-
covariance matrix~absolute values!.

FIG. 6. Experimental results: Normalized estimated signal1noise spatial-
covariance matrix~absolute values!.

FIG. 7. Experimental results: Normalized estimated noise-only spatial-
cumulant-spectrum matrix~absolute values in dB!.

FIG. 8. Experimental results: Normalized estimated signal1noise spatial-
cumulant-spectrum~absolute values in dB!.
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mization algorithm, e.g., simulated annealing, genetic algo-
rithm, etc.#, the performance of GLRT2 would have probably
improved. While this may be so, the objective is to demon-
strate the performance of a robust, simple detector that is not
burdened by the limitations of GLRT2~such as channel
modeling, parametrization, and computational complexity!.

Ranking next in performance in the simulations results
in LRT1. This detector assumes knowledge of the noise spa-
tial covariance matrix underH0 . In the simulations, this in-
formation is indeed accurate. Note in Figs. 2 and 3 that the
detector is not sensitive to channel mismatches as this infor-
mation is not used. On the other hand, the performance does
depend on accurate statistical modeling of the noise: In the
experimental data, the noise spatial-covariance matrix was
not known and was only inaccurately estimated in order to
prewhiten the data before applying LRT1. However, this
procedure is shown in Fig. 4 to be inefficient. Indeed, LRT1
performs the worst.

On the other hand, the energy detector that performed
the worst in the simulations~Figs. 2 and 3! is not a bad
option in the practical case. This detector assumes no prior
information at all; hence, its poor performance in the simu-
lations. However, this also makes the ED robust in cases
where thea priori information is inaccurate. This is illus-
trated in Fig. 4, where the ED exhibits a performance corre-
sponding to that of GLRT2.

The proposed novel detector, which is based on spatial
stationarity, is seen in Figs. 2 and 3 to have a comparable
performance to those of the energy detector and LRT1. But,
in the practical case of the experimental data, it performs the
best ~Fig. 4!. Indeed, it is robust, by definition, to channel
and signal mismatches and to colored ocean noise~Fig. 5
clearly demonstrates that the measured noise is not white!.
However, this detector also appears to tolerate some degree
of spatial nonstationarity, even in the noise. The ocean noise
is definitely not spatially stationary, as shown in Fig. 5~the
spatial covariance matrix is not exactly Toeplitz! and in Fig.
7 ~the spatial cumulant matrix is not completely diagonal!.
However, Fig. 8 indicates~note the dark square in the
middle! that the measured signal is spatially nonstationary to
a higher degree. That is, the mere qualitative nature of the
assumptions in the novel detector, i.e., the difference in de-
gree of spatial stationarity, appears sufficient to grant it both
performance and robustness. Last, note that the novel detec-
tor is, in fact, a weighted-energy detector. That is, the non-
stationary energy is emphasized. Furthermore, in both simu-
lation and experimental results, the novel detector
outperforms the regular ED. We thus deduce that the energy
of the nonspatially stationary part of the field is a better
indicator for a source in a bounded channel than is the field’s
total energy.

IX. SUMMARY

In selecting a detector one searches for good perfor-
mance, robustness, and a low computational complexity. In
this paper, a novel detector that exploits the different degrees
of spatial stationarity for signal and noise is proposed. To get
an idea of the performance of this detector, it was compared
to three others, using both simulated and experimental data.

In the presence of environmental mismatch, the threshold
SNR of the novel detector for the experimental data appears
2–5 dB lower than the other detectors. The proposed detec-
tor was shown to have good, robust performance, while re-
quiring a modest computational complexity.
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APPENDIX A

Proof of necessary conditions for spatial stationarity:
AssumeQ sources located at spatial~three-dimensional!

coordinatesV1 ,V2 ,...,VQ . Each source radiates a signal
s(t,Vq), where t is the time index, andVq is the spatial
coordinate of theqth source. The sensor array is located near
the axes origin. Thepth sensor, located at coordinateXp ,
measures the signaly(t,Xp).

When the propagation is without dispersion, the signal
received at coordinateXp is

y~ t,Xp!5 (
q51

Q

ap,qs~ t2t~Vq ,Xp!,Vq!, ~A1!

whereap,q is the attenuation coefficient from theqth source
to the pth sensor, andt(Vq2Xp) is the propagation delay.
This delay is a function of the distance andc, the speed of
propagation

t~Vq ,Xp!5
iVq2Xpi

c
, ~A2!

wherei•i denotes two-norm~Euclidean, ‘‘vector’’ distance!.
We now compute the correlation between the received

signals at two sensors. Take for example the sensors located
at X1 andX2

ry[E$y~ t1Dt,X1!y* ~ t,X2!%

5 (
q51

Q

(
r 51

Q

a1,qa2,rE$s~ t1Dt2t~Vq ,X1!,Vq!

•s* ~ t2t~Vr ,X2!,Vr !%. ~A3!

For spatial stationarity to hold,ry should be a function of
(X12X2) only. We now specify the necessary conditions for
this.

a. Condition 1:The sources must be temporally station-
ary.

Only then is it possible for the twot~•! terms to be
related by an addition operator

ry5 (
q51

Q

(
r 51

Q

a1,qa2,rrs@Dt1t~Vr ,X2!

2t~Vq ,X1!,Vq ,Vr #, ~A4!

wherers is the correlation between two source signals

rs~Dt,Vq ,Vr ![E$s~ t1Dt,Vq!s* ~ t,Vr !%. ~A5!

Next, t(V,X) is required to be linear inX
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t~V,X!5
iV2Xi

c
5

~V2X!T~V2X!

c•iV2Xi '
~V22X!TV

c•iVi ,

~A6!

where the last approximation holds only wheniVi@iXi ;
that is.

b. Condition 2:The sources are far away from the array
~relative to the size of the array!; that is, the sources are
located in the far field.

When this condition holds,~A4! turns to

ry5 (
q51

Q

(
r 51

Q

a1,qa2,rrsS Dt1
~Vr22X2!TVr

c•iVri

2
~Vq22X1!TVq

c•iVqi D . ~A7!

Finally, for ~A7! to be a function of (X12X2), there are two
possibilities: First, for allq and r,Vr'Vq . This implies that
all the sources are located in the same direction, or that there
is really only one source. This possibility is therefore not
interesting. The only other possibility follows:

c. Condition 3:The signals are uncorrelated.
This means thatrs(Dt,Vq ,Vr)Þ0 only whenVq5Vr .

Applying this condition to~A7!,

ry5 (
q51

Q

a1,q
2 rsS Dt1

~Vq22X2!TVq

c•iVqi

2
~Vq22X1!TVq

c•iVqi D , ~A8!

andry is a function of (X12X2) as required.
We have shown that three conditions are necessary for

the general expression~A3! to become dependent only on the
vector difference (X12X2). When these conditions are ap-
plied, ~A3! can be written as~A8!. Finally, by superposition,
if the added noise is also spatially stationary~condition 4!,
then the measured field is also spatially stationary. This com-
pletes the proof.

APPENDIX B

Proof of ~8! for k11k2Þ0 modP:
In addition to~9!, which definesS(k), the discrete spa-

tial spectrum for the stationary case, define for convenience

Sy* ~k![ (
p50

P21

Cy* ~p!e1 j ~2p/P!pk, ~B1!

Sy~2k![ (
p50

P21

Cy~p!e1 j ~2p/P!pk,

~B2!
Sy~2k!5Sy~P2k modP!,

Sy* ~2k![ (
p50

P21

Cy* ~p!e2 j ~2p/P!pk,

~B3!
Sy* ~2k!5Sy* ~P2k modP!.

Break the double sum in~7! into three subsums

Sy~k1 ,k2!5 (
p150

P21

(
p150

P21

Cy~p1 ,p2!e2 j ~2p/P!~p1k11p2k2!

5I 11I 22I 3 . ~B4!

The first subsum,I 1 , is carried over the upper triangle ofCy,
including the diagonal

I 15 (
p150

P21

(
p250

P212p1

Cy~p1 ,p2!e2 j ~2p/P!~p1k11p2k2!

5 (
p50

P21

(
p250

P212p

Cy~p!e2 j ~2p/P!~p1p2!k1e2 j ~2p/P!p2k2,

where in the last equation we used the fact thatCy is
Toeplitz; hence,Cy(p1 ,p2)5Cy(p12p2)5Cy(p). Comput-
ing the sums in the last equation

I 15 (
p50

P21

Cy~p!e2 j ~2p/P!pk1
12e2 j ~2p/P!~k11k2!~P2p!

12e2 j ~2p/P!~k11k2!

5
S~k1!2Sy~2k2!

12e2 j ~2p/P!~k11k2! . ~B5!

Similar derivation forI 2 , the lower triangle ofCy , including
the diagonal, yields

I 25 (
p50

P21

(
p150

P212p

Cy* ~p!e2 j ~2p/P!p1k1e2 j ~2p/P!~p11p!k2

5
Sy* ~2k2!2Sy* ~k1!

12e2 j ~2p/P!~k11k2! . ~B6!

Finally, the contribution of the diagonal elements ofCy,
counted both inI 1 and in I 2 , must be deducted:

I 35 (
p150

P21

Cy~p1 ,p1!e2 j ~2p/P!p1~k11k2!

5Cy~0! (
p150

P21

e2 j ~2p/P!p1~k11k2!50. ~B7!

Combining~B5!–~B7! into ~B4! yields

Sy~k1 ,k2!5
@Sy~k1!2Sy* ~k1!#2@Sy~2k2!2Sy* ~2k2!#

12e2 j ~2p/P!~k11k2!

5
2 j Im$Sy~k1!2Sy~2k2!%

12e2 j ~2p/P!~k11k2! ,

which is the desired result.

APPENDIX C

Proof of the simplified expression~29! for GLRT2:
For uncorrelated samples,y( l ), of a complex Gaussian

field, the generalized likelihood ratio test for the decision
problem~2! is given in~28!, where the average signal power
at each sensor,ss

2, is unknown, and the known spatial trans-
fer function g(•) is a function of the unknown parameters
r s ,zs ,u. Assume in addition

UnderH0 :

E$y~ l !%50,
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E$y~ l !yH~ l !%5sn
2I[Cn .

UnderH1 :

E$y~ l !%50,

E$y~ l !yH~ l !%5ss
2ggH1Cn[Cs1Cn ,

where the dependence ofg on its parameters is made im-
plicit. Under these assumptions, taking the logarithm of~28!

z2} max
ss

2,r s ,zs ,u

H L ln det~Cn!2L ln det~Cs1Cn!

1 (
l 50

L21

yH~ l !@Cn
212~Cs1Cn!21#y~ l !J . ~C1!

Consider each term in the equation above. The first is not a
function of the measurements or the parameters and can be
discarded. The second term can be simplified

L ln det~Cs1Cn!5L ln det~ss
2ggH1sn

2I !

5L ln det
1

sn
2 ~snrggH1I !

5PL ln
1

sn
2 1L ln~11snrgHg!, ~C2!

wheresnr is defined asss
2/sn

2. As for the third term in~C1!

(
l 50

L21

yH~ l !@Cn
212~Cs1Cn!21#y~ l !

5 (
l 50

L21

trace~@Cn
212~Cs1Cn!21#y~ l !yH~ l !!

5L traceS @Cn
212~ss

2ggH1Cn!21#
1

L (
l 50

L21

y~ l !yH~ l !D
5L traceS FCn

212S Cn
212

ss
2

11ss
2gHCn

21g

3Cn
21ggHCn

21D GCŷD
5

L

sn
2 traceS snr

11snrgHg
ggHCŷD5

L

sn
2

snr

11snrgHg
gHCŷg,

~C3!

whereCŷ is defined as in~10!. Plugging~C2!–~C3! into ~C1!
and discarding the constant term in~C2!

z2} min
snr,r s ,zs ,u

H L ln~11snrgHg!

2
L

sn
2

snr

11snrgHg
gHCŷgJ . ~C4!

The minimization oversnr can be analytically performed~by
differentiation! to obtain its maximum likelihood estimator,
snr̂ML :

snr̂ML5
1

gHgS gHCŷg

sn
2gHg

21D . ~C5!

Finally, using~C5! in ~C4! one obtains the desired expres-
sion ~29!.
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The automatic identification of musical instruments is a relatively unexplored and potentially very
important field for its promise to free humans from time-consuming searches on the Internet and
indexing of audio material. Speaker identification techniques have been used in this paper to
determine the properties~features! which are most effective in identifying a statistically significant
number of sounds representing four classes of musical instruments~oboe, sax, clarinet, flute!
excerpted from actual performances. Features examined include cepstral coefficients, constant-Q
coefficients, spectral centroid, autocorrelation coefficients, and moments of the time wave. The
number of these coefficients was varied, and in the case of cepstral coefficients, ten coefficients were
sufficient for identification. Correct identifications of 79%–84% were obtained with cepstral
coefficients, bin-to-bin differences of the constant-Q coefficients, and autocorrelation coefficients;
the latter have not been used previously in either speaker or instrument identification work. These
results depended on the training sounds chosen and the number of clusters used in the calculation.
Comparison to a human perception experiment with sounds produced by the same instruments
indicates that, under these conditions, computers do as well as humans in identifying woodwind
instruments. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1342075#

PACS numbers: 43.60.Gk, 43.75.Cd, 43.75.Ef@JCB#

I. INTRODUCTION AND BACKGROUND

Despite the massive research which has been carried out
on automatic speaker identification, there has been little
work done on the identification of musical instruments by
computer. See Brown~1999! for a summary. Applications of
automatic instrument identification include audio indexing
~Wilcox et al., 1994!, automatic transcription~Moorer,
1975!, and Internet search and classification of musical ma-
terial.

One technique used widely in speaker identification
studies is pattern recognition. Here, the most important step
is the choice of a set of features which will successfully
differentiate members of a database. Brown~1997, 1998a,
1999! applied this technique to the identification of the oboe
and the saxophone using a Gaussian mixture model with
cepstral coefficients as features. Included in this reference is
an introduction to pattern recognition and to the method of
clusters. Definitions which will be useful for this paper can
be found in the Appendix.

Two later reports on computer identification of musical
instruments also use cepstral coefficients as features for pat-
tern recognition. Dubnov and Rodet~1998! used a vector
quantizer as a front end and trained on 18 short excerpts
from 18 instruments, but reported no quantitative classifica-
tion results. Marques~1999! examined eight instruments
trained on excerpts from one CD with the test set excerpted

from other CDs~one per instrument class! and reported a
67% success rate. In a study which will be examined further
in this paper, Dubnovet al. ~1997! explored the effectiveness
of higher-order statistics using the calculation of moments
for musical instrument identification. They concluded that
these features were effective in distinguishing families of
musical instruments, but not the instruments within families.
As with earlier work, none of these studies includes enough
samples for statistically valid conclusions.

In marked contrast to the relatively few articles on au-
tomatic recognition of musical instruments, there has been a
great deal of interest in human timbre perception. For com-
parison with this study, we focus on experiments involving
the woodwind family. These instruments are difficult to dis-
tinguish from each other since they have similar attacks and
decays, overlapping frequency ranges, and similar modes of
excitation. The literature on these experiments is summa-
rized in Table I. For a short, general summary of human
perception experiments, see Brown~1999!. For more com-
plete reviews, see McAdams~1993!, Handel ~1995!, and
Hajdaet al. ~1997!.

Although the vast majority of the experiments of Table I
has been on single notes or note segments, Saldanha and
Corso ~1964! pointed out that the transitional effects from
note to note could provide one of the major determiners of
musical quality. In the earliest study including note-to-note
transitions, Campbell and Heller~1978! found more accurate
identifications using transitions than with isolated tones.
They called the transition region the legato transient. In an-a!Electronic mail: brown@media.mit.edu

1064 1064J. Acoust. Soc. Am. 109 (3), March 2001 0001-4966/2001/109(3)/1064/9/$18.00 © 2001 Acoustical Society of America



other study using musical phrases, Kendall~1986! empha-
sized the importance of context and demonstrated that results
on musical phrases were significantly higher than on single
notes.

More recently, Brown~1997, 1998a, 1998b, 1999! has
found excellent results using multinote segments from actual
musical performances. Martin~1999! has explored both
types of experiments and found more accurate results with
multinote segments than with isolated single notes. The re-
sults of Houix, McAdams, and Brown~unpublished! on mul-
tinote human perception will be compared to our calculations
in a later section.

In this paper we have used a large database of sounds
exerpted from actual performances with the oboe, saxo-
phone, clarinet, and flute. We present calculations to show:

~i! The accuracy with which computers can be used to
identify these very similar instruments;

~ii ! The best signal processing features for this task; and
~iii ! The accuracy compared with experiments on human

perception.

II. SOUND DATABASE

A. Source and processing

Sounds were excerpted as short segments of solo pas-
sages from compact disks, audio cassettes, and records from
the Wellesley College Music Library. This method of sample
collection ensured a selection of typical sounds produced by
each instrument, such as might be encountered on Internet
sites or stored audio tapes. At least 25 sounds for each in-
strument were used to provide statistical reliability for the
results. Features were calculated for 32-ms frames overlap-
ping by 50% and having rms averages greater than 425~for
16-bit samples!.

B. Training and test sets

Sounds of longer duration~1 min or more! representing
each instrument were chosen as training sounds and are
given in Table II. These training sounds were varied in the
calculations with one sound representing each instrument in
all possible combinations to determine the optimum combi-

nation for identification. From Table II, with two, four, three,
and four sounds for each of the four instruments, there were
96 combinations.

The constant-Q transforms of the most effective training
sounds are shown in Fig. 1. Both the oboe and flute examples
have strong peaks at a little over 1000 Hz. The oboe has an
additional bump at 1200 Hz, giving rise to its nasal quality.
The saxophone has a low-frequency spectral-energy distribu-
tion with a peak around 400 Hz, while the clarinet has less
prominent peaks at around 400 and 900 Hz.

Properties of the test set are given in Table III. The
training sounds were included in the identification calcula-
tions but were not included in the calculation of the average
durations reported here. Two longer flute sounds with dura-
tions on the order of 40 s were also omitted as their durations
were not representative of the flute data as a whole and
skewed the average.

TABLE I. Summary of percent correct for previous human perception experiments on wind instruments.
Results for the oboe, sax, clarinet, and flute are given when possible. The final column is the total number of
instruments included in the experiment.

Date Oboe Sax Clar Flute Overall Number of instruments

Eagleson/Eagleson 1947 59 45 20 56 9
Saldanha/Corso 1964 75 84 61 41 10
Berger 1964 59 10
Clark/Milner 1964 90 3~flute, clar, oboe!
Strong/Clark 1967a 85 8
Campbell/Heller 1978 72 6~2-note legato!
Kendall 1986 84 3~trumpet, clar, violin!
Brown 1999 85 92 89 2~oboe, sax!
Martin 1999 46 27~isolated tone!

67 27 ~10-s excerpt!
Houix/McAdams/Brown 87 87 71 93 85 4~oboe, sax, clar, flute!

TABLE II. Training sounds identified by performer and piece of music
performed. The third column is the length of the sound in seconds which
was exerpted for the calculation.

Performer Music
Length

~s!

Peter Christ Persichetti’s Parable for Solo Oboe 60.7
Joseph Robinson Rochberg’s Concerto for Oboe and Orchestra 82.2

Frederick Tillis ‘‘Motherless Child’’ 77.7
Johnny Griffin ‘‘Light Blue’’ 99.3
Coleman Hawkins ‘‘Picasso’’ 63.0
Sonny Rollins ‘‘Body and Soul’’ 88.8

Benny Goodman Copland’s Concerto for Clarinet and
String Orch

74.05

Heinrich Matzener Eisler’s Moment Musical pour clarinette Solo 70.1
David Shifrin Copland’s Concerto for Clarinet and

String Orch
63.2

Samuel Baron Martino’s Quodlibets for Flute 74.1
Sue Ann Kahn Luening’s Third Short Sonata for Flute

and Piano
69.0

Susan Milan Martinu’s Sonata for Flute and Piano 54.3
Fenwick Smith Koechlin’s Sonata for 2 Flutes Op 75 106.0
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III. CALCULATIONS

A. Probability calculation

The details of the calculations described in Brown
~1999! will be summarized here. For each training sound,
cepstral coefficients or other features were calculated for
each frame; and from these values, ak-means algorithm was
used to calculate clusters. A Gaussian mixture model~Rey-
nolds and Rose, 1995!, i.e., a sum of weighted Gaussians,
was then calculated based on the meanmk , standard devia-
tion sk , and population given by the cluster calculation for
this sound; this model was used to give the probability den-
sity function representing the data calculated for the training
sounds. For a single clusterk belonging to classV, the prob-
ability density of measuring the feature vectorxi is

p~xiuVk!5
1

A2psVk

2
exp2~xi2mVk

!2/2sVk

2 . ~1!

Summing over allK clusters, the total probability density
that feature vectorxi is measured if unknown soundU be-
longs to classV is

p~xiuV!5 (
k51

K

pkp~xiuVk!, ~2!

wherepk is the probability of occurrence of thekth cluster. It
is equal to the number of vectors in the training set assigned
to this cluster divided by the total number of vectors in the
training set. If we defineX5$x1,...,xN% as the set of all
feature vectors measured forU, then the total probability
density that all of theN feature vectors measured for un-
known U belong to classV is given by the product of the
individual probability densities

p~XuV!5p~x1,...,xNuV!5)
i 51

N

p~xiuV!. ~3!

This assumes statistical independence of the feature vectors.
While this simplifying assumption is not strictly valid here, it
is a widely accepted technique in the speech community and
has been experimentally shown to be effective in calcula-
tions ~Rabiner and Huang, 1993!. As the sounds used in the
study had many rapid note changes, it proves a better as-
sumption here than for speech. Equation~3! is the probabil-
ity density of measuring the set of feature vectorsX for
unknownU if U belongs to classV, whereas the quantity of
interest for a Bayes decision rule is thea posterioriprobabil-
ity

V̂5arg max Pr~V~m!uX! ~4!

that a measurement ofX means it is more probable thatU is
a member of a particular classV (m) than another class. Here,
V (m) represents themth class,V̂ is the class which maxi-
mizes this probability, andm51,2,...,M .

Using the argument that the four classes are equally
probable and dropping terms which do not vary with class, it
can be shown for the present case~Brown, 1999! that V̂ in
Eq. ~4! above can be expressed as

V̂5arg maxp~XuV~m!!. ~5!

This equation states the results in terms of the probability
density of Eq.~3!, which is the quantity calculated in our

FIG. 1. Comparison of the constant-Q spectra for ex-
amples of successful training sounds for each of the
four instrument classes. These were the sounds per-
formed by Christ, Griffin, Matzener, and Baron. See
Table II for details.

TABLE III. Data on sounds in the test set by instrument class. The number
of sounds is given in column two with the average length and standard
deviation in the last two columns.

Instrument Number of sounds
Average length

~s!
Standard deviation

~s!

Oboe 28 2.5 2.1
Sax ~Gp I! 31 2.0 0.8
Sax ~Gp II! 21 7.8 2.4
Clarinet 33 6.1 2.1
Flute 31 7.8 4.1
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experiment. Here,m51,2,3,4, and each sound in the test set
is assigned to the class which maximizes the probability in
this equation.

The values for the features from each frame of a particu-
lar sound from the test set were used to calculate the prob-
ability density of Eq.~3! for each of the four instrument
classes. That sound was then assigned to the class for which
this function was a maximum. After this was done for each
of the sounds, a four-by-four confusion matrix was computed
showing what percent of each of the test sounds in each of
the classes was assigned to each of the four possibilities. An
overall percent correct~equal to the total number of correct
decisions divided by the total number of members of the test
set! for this particular set of training sounds was also com-
puted.

The training sounds~listed in Table II! and total number
of clusters were then varied. Pairwise comparisons were also
made with calculations identical to those described in Brown
~1997, 1998a, 1998b, 1999!.

B. Features

Features from both the frequency and time domains
were examined; in some cases approximations to the fre-
quency and time derivatives were calculated as well.

1. Frequency domain

Cepstral coefficients provide information about formants
for speech/speaker identification in humans which translates
into resonance information about musical instruments. They
were calculated~O’Shaughnessy, 1987! from 22 constant-Q
coefficients with frequency ratio 1.26 and frequencies rang-
ing from 100–12 796 Hz. Channel effects were explored,
where the long-term average is subtracted from each coeffi-
cient to eliminate the effects of different recording environ-
ments~Reynolds and Rose, 1995!. Cepstral time derivatives
~approximated by subtracting coefficients separated by four
time frames! were calculated, again to eliminate effects of
the recording environment. Other features derived from the
spectrum were the constant-Q coefficients and their bin-to-
bin differences as a measure of spectral smoothness~McAd-
ams, Beauchamp, and Meneguzzi, 1999!. Spectral centroid
~the Fourier amplitude-weighted frequency average! and av-
erage energy~Beauchamp, 1982! were calculated from the
Fourier transform.

2. Time domain

In addition to autocorrelation coefficients, the Dubnov
et al. ~1997! method of calculating moments of the residual
of the LPC~linear prediction coefficients! filtered signal was
examined along with the straightforward calculation of the
third ~skew!, fourth ~kurtosis!, and fifth moments of the raw
signal. Finally, the second through fifth moments of the en-
velope of the signal were examined by taking the Hilbert
transform~Hartmann, 1998! of the signal and low-pass fil-
tering its magnitude.

IV. RESULTS AND DISCUSSION

A. Four instruments

1. Feature dependence

Results with different sets of features are summarized in
Fig. 2. The optimum choice of training sounds and clusters is
indicated by ‘‘Opt.’’ The mean is the average over all train-
ing sounds and numbers of clusters, and is the accuracy ob-
tainable with an arbitrary set of training sounds. The stan-
dard deviation is a measure of the confidence interval of the
results. Note that all features except moments of the time
wave gave much better identification than chance.

Feature sets and number of coefficients are indicated on
the graph. The most successful feature set was the frequency
derivative of the constant-Q coefficients measuring spectral
smoothness~also called spectral irregularity in the human
perception literature! with 84% correct. Next most successful
were bin-to-bin differences~quefrency derivative! of the cep-
stral coefficients with 80%, even though, considering the
roughly 7% standard deviation, this does not mark a signifi-
cant difference from cepstral coefficients. An explanation for
this slight advantage is that taking differences removes the
effect of frequency-independent interference, and this gives a
constant additive term for all cepstral coefficients.

Other successful features were cepstral coefficients and
autocorrelation coefficients with over 75% correct. From the
point of view of computational efficiency, the best choice is
cepstral coefficients, since only ten were required. The cep-
stral transform acts as an information compaction transform
with most of the variance~and hence information! in the
lower coefficients.

Spectral centroid alone, i.e., a one-dimensional feature
or single number per frame, was sufficient to classify the
sounds with close to 50% accuracy. There is an optimum
range for the number of features~10–22 for cepstra and
25–49 for autocorrelation! as has been discussed for pattern
recognition calculations~Schmid, 1977; Kanal, 1974!.

Unlike improvements obtained in calculations for
speaker identification with the inclusion of channel effects
and frame-to-frame differences in cepstral coefficients, we
found no such improvement in our results. This indicates that
for music, in contrast to speech, significant information is
contained in the long-term average value.

That autocorrelation coefficients were successful as fea-
tures is surprising since they have not been used for speaker
or vowel identification, and there is noa priori reason to
anticipate this success. Also of note is the fact that changing
the sample rate from 11 to 32 kHz has little effect on the
autocorrelation results, since the time range examined varies
by a factor of about 3. This indicates the importance of high-
frequency or formant information present in both representa-
tions.

Cepstral coefficients were combined with spectral cen-
troid to determine whether combining features would lead to
better identifications. The result was slightly poorer than that
with cepstral coefficients alone, although not outside the
standard deviation.

Finally, consistent with the findings of Dubnovet al.
~1997!, the average moment calculations gave results no bet-
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ter than random, indicating that instruments cannot be distin-
guished within an instrumental family with these features.

The most successful feature sets~cepstra, constant-Q
differences, and autocorrelation coefficients! can all be de-
rived from the Fourier transform and in that sense can be
considered as transformations of spectral information. The
advantage of taking the transforms is that they decorrelate
the components of the feature vector, as tacitly assumed in
Eq. ~1!. In contrast, components of the Fourier transform are
highly correlated since they are proportional to the amplitude
of the original sound wave. Decorrelation occurs in taking
the log for the transformation to cepstral coefficients; the
amplitude information is all contained in the dc component,
which is usually dropped. Similarly, with the constant-Q dif-
ferences, the overall amplitude term is a constant additive
term for each coefficient~expressed in dB! and drops out
when taking the differences~Machoet al., 1999!.

2. Number of clusters

The maximum number of clusters was varied, with the
results given in Fig. 3. They show no significant change in
going from seven to ten clusters, and only 4 percent from
two to ten clusters, so calculations can be carried out using
seven clusters with confidence that there will be no loss of
accuracy.

3. Training sounds

The results shown in Fig. 2 indicate that the choice of
training sound combinations is significant in obtaining opti-
mum results. Information on the best training sounds and
corresponding number of clusters for the most successful
features is collected in Table IV. The features are identified
in column one, followed by the number of combinations of
training sounds which gave identical results. Column three
indicates the number of combinations from column two in
which only the number of clusters varied, i.e., the sounds

were identical. Finally, in columns four to seven, the training
sounds referred to in column three are identified along with
the range of cluster values of each in parentheses.

The sounds by Christ~oboe!, Griffin ~sax!, Matzener
~clarinet!, and Baron~flute! were the most effective for the
majority of these feature sets, indicating that a single set of
training sounds is optimum for different feature sets. Analy-
sis of these sounds shows that it is important to have many
notes~rapid passages! over a wide frequency range with a
reasonably smooth spectrum.

As a further test of generality of training sounds, the
sounds in the test set were split arbitrarily~odd and even
sample numbers! into two halves and run independently. As
shown in Fig. 2, the results were similar~82% vs 79%!,
indicating no disparity in the two sets of data. The calcula-
tion was then carried out using the optimum training sounds
for the second half on the first half and vice versa. The re-
sults on the first half changed from 82% correct with its
optimum training sounds to 73% correct with the sounds
from Table IV optimized for the second half. The corre-
sponding change for the second half of the sounds was from
79% to 67%. The effect is greater than the 7% significance
level, but the results are still quite good and indicate that this
method is generalizable.

4. Confusion matrices

Confusion matrices were calculated for each of the fea-
ture sets and can be obtained from the author. Figure 4 is a
summary of the diagonal elements~percent correct for each
instrument! of the confusion matrices for the best feature
sets.

For ten cepstral coefficients, the clarinet identification is
poor with only 50% correct. It was confused with the sax
27% of the time, with all other confusions 12% or less. With
18 cepstral coefficients, the results on the clarinet are much
better than with ten coefficients, although more confusions of

FIG. 2. Accuracy as a function of features. ‘‘Opt’’
gives the percentage correct with the optimum choice of
training sounds and number of clusters for the four in-
struments. The mean and standard deviation were ob-
tained by varying the training sounds and clusters.
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other instruments identified as clarinet occur. Results on the
oboe and flute are somewhat poorer. For better overall iden-
tifications, 18 coefficients would be preferable to ten. The
largest confusions were of the flute as clarinet~26%! and the
oboe as clarinet~19%!. Strong and Clark~1967b! also found
oboe–clarinet confusions.

Results with 25 autocorrelation coefficients were quite
good overall with all identifications of instruments 70% or
above. The major confusions were sax–clarinet confusions
of 19% and 24%. Better overall correct identifications were
found for 49 autocorrelation coefficients as seen in Fig. 4.
Here, all diagonal elements are over 75%. Confusions in the
range 10%–16% were found for sax as oboe, clarinet as sax,
clarinet as flute, and flute as clarinet.

The results for the bin-to-bin frequency differences were
of particular interest since they are directly related to the
spectral smoothness studied by McAdams, Beauchamp, and
Meneguzzi~1999!. These are the best overall results, and
unlike the others, clarinet identifications are the best. This is

due to the missing even harmonics at the lower end of the
spectrum, which make bin-to-bin differences distinctive, and
is consistent with the results of Saldanha and Corso~1964!.
The oboe was identified as a flute almost 30% of the time.
Other confusions were all less than 10%.

For all other feature sets, oboe and sax identifications
are best overall.

B. Pairs of instruments

The sounds from the four instruments were also com-
pared in pairs, as was done for the oboe and sax in Brown
~1999!. Results are given in Fig. 5, which plots percent error
for each of the six pairs along with an overall percent error.
As with the four-way calculations, the poorest results were
obtained with spectral centroid, a single number. Again, the
best results occurred with bin-to-bin differences of
constant-Q coefficients as features. There, the error was only
7% overall. Confusions of the flute with each of the three

FIG. 3. Effect of varying the maximum number of clus-
ters with ten cepstral coefficients as features. ‘‘Opti-
mum’’ gives the percent correct for the optimum choice
of training sounds and number of clusters. The mean
and standard deviation are taken over all combinations
of training sounds and cluster numbers up to the maxi-
mum. ‘‘Num equiv’’ is the number of combinations
which gave identical optimum results.

TABLE IV. Optimum choice of training sounds for different features for four instrument identification. Column
one indicates the features. Column two (NW5number of winners! gives the number of combinations of training
sounds and clusters which gave optimum results. Column three gives the number of identical~NI! sounds from
column two in which only the number of clusters is different. The last four columns give the optimum training
sound for each instrument with the range of cluster values in parentheses or simply the number if there was a
single cluster value.

Features NW NI Oboe Sax Clarinet Flute

10 Cepstral coefficients 3 3 Christ2 Griffin~2–3! Matzener~9–10! Baron2
18 Cepstral coefficients 24 24 Christ~6–10! Griffin~9–10! Goodman10 Baron~7–9!
22 Cepstral coefficients 8 8 Christ~8–10! Griffin~9–10! Goodman10 Baron~5–6!
10 Cepstra—half of sounds 12 12 Christ2 Griffin~2–3! Matzener~9–10! Baron~2–6!
10 Cepstra—other half of sounds 4 4 Christ4 Griffin~6–7! Goodman9 Baron~4–6!
17 Cepstral diffs~bin-to-bin! 6 6 Robinson6 Griffin~6–9! Matzener10 Baron~4–10!
17 Constant-Q diffs~bin-to-bin! 1 1 Christ~9! Griffin~5! Matzener~9! Luening~10!
49 Autoc coeffs (SR511 kHz) 14 12 Christ~7–10! Griffin~5,10! Matzener~4–6! Luening~7–10!
49 Autoc coeffs (SR532 kHz) 2 2 Christ9 Griffin10 Matzener9 Baron9
25 Autoc coeffs 12 12 Christ~9–10! Griffin~8–9! Matzener~9–10! Baron~7–8!
10 Autoc coeffs 6 3 Christ~9–10! Griffin~7–8! Matzener~7,10! Baron~7–8!
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other instruments were highest, consistent with Berger’s
finding of maximum confusions for the flute as oboe and
flute as sax. The clarinet was most easily identified, in agree-
ment with Saldanha and Corso’s~1964! finding.

C. Human perception experiment

None of the published human perception studies was
carried out with exactly the same instruments as were used in
these calculations; for the most part, they were carried out on
single notes. For purposes of comparison, therefore, we con-
ducted a free classification experiment on short solo seg-
ments of music played by the oboe, sax, clarinet, and flute. In
many cases these were the same segments used for the cal-
culations.

Fifteen musicians were asked to classify 60 sound
samples into as many categories as they wished, but to make
no distinction regarding the register of instrument, e.g., so-
prano or alto. They organized the sounds into five major
groups. If four of these groups are named for the instrument
with the most sounds present~one group was a mixture of
several instruments!, then the percent correct is given in the
last row of Table I. More details on this experiment will be
given in a subsequent paper~Houix, McAdams and Brown,
unpublished!.

Confusions were on average small, with no overall pat-
tern. The overall percent correct for all classifications is
85%, which is close to the results for the computer calcula-
tions.

FIG. 4. Summary of correct identifications of each in-
strument class taken from diagonal elements of confu-
sion matrices for feature sets indicated. Note that data
are in inverse order from captions.

FIG. 5. Errors in identification of pairs of instruments.
Instruments are given in the legend. The total represents
the total number of errors divided by the total number
of decisions for all pairs for a given feature set. Note
that data are in inverse order from captions.
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V. CONCLUSIONS

The success of cepstral coefficients~77% correct! for
identification indicates that these woodwind instruments
have distinct formant structures and can be categorized with
the same techniques used for speaker/speech studies. Spec-
tral smoothness~bin-to-bin differences of the constant-Q
spectrum! was also effective~over 80% correct! and indi-
cates a characteristic shape of the spectrum for sounds pro-
duced by these instruments. The success of these features is
due to the property that individual components of their fea-
ture vectors are uncorrelated.

The actual numerical percentage correct for these sounds
is dependent on the particular training set and number of
clusters chosen. The choice of training sounds is generaliz-
able for a randomly chosen set of test sounds with about a
10% drop in accuracy.

Most important, several sets of features can be used for
computer identification of the oboe, sax, clarinet, and flute
with 75%–85% accuracy. Because a much larger test set was
used than in previous studies, the feature sets and methods
used are applicable to arbitrary examples of these instru-
ments. These results are as good or better than results on
human perception and indicate that the computer can do as
well as humans on woodwind instrument identification under
the present conditions.
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APPENDIX: TERMS USED IN PATTERN RECOGNITION
AND THE METHOD OF CLUSTERS

Pattern recognition—A method in which a set of un-
known patterns called thetest setis grouped into two or
more classesby comparison to atraining setconsisting of
patterns known to belong to each class.

Features—also calledfeature vectors—Properties~the
patterns! calculated for the test set which are compared to the
same properties of the training set for classification. In gen-
eral, a feature hasN associated values and can be considered
an N-dimensional vector, e.g., for autocorrelation coeffi-
cients, each lag time gives one component of the vector.

Clustering—a means of summarizing the calculations
on members of the training set to simplify comparison to the
test set. In the calculation described in this paper, a feature
vector is calculated every 16 ms for each training sound,
each time contributing a point in anN-dimensional feature
space. These data are summarized by grouping nearby points
into clusterseach with a meanm, standard deviations, and
probability p given by the number of points in that cluster
divided by the total number of points for the sound.

Gaussian mixture model—A probability density func-
tion is formed as a sum of Gaussian functions obtained from
the means, standard deviations, and probabilities for each
cluster of a given member of the training set. This is de-
scribed in more mathematical detail in Sec. III.
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The feasibility of maximum length sequences to reduce
acquisition time of the middle latency response
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Maximum length sequences~MLS! have been used to improve the signal-to-noise ratio~SNR! of
otoacoustic emissions@Thornton, J. Acoust. Soc. Am.94, 132–136~1993!# and the auditory
brainstem response@Thornton and Slaven, Br. J. Audiol.27, 205–210~1993!#. By implication, a
shorter recording time would be required to give equal signal-to-noise ratio~SNR!. This study
aimed to establish whether it is also possible to improve the SNR of the auditory-evoked potential
termed the middle latency response~MLR! using maximum length sequences~MLS!. Recordings of
180 s each were made using a conventional recording rate and MLS rates of 42, 89, and 185 clicks/s.
Three different stimulus intensities were used in the range 30 to 70 dB nHL. The rate of 89 clicks/s
was found to produce most improvement in SNR for both theNa–Pa region of the MLR and the
Na–Pb region. This improvement in SNR using MLS implies that an MLS rate of 89 clicks/s would
produce a fourfold reduction in recording time for equal SNR over conventional recording for the
Pa–Nb region of the MLR at a stimulus intensity of 70 dB nHL. The latency of theNb wave was
found to reduce significantly using MLS. An MLR could not be recorded from every subject in this
study, but more subjects had an identifiable response for MLS than for conventional recordings. Use
of MLS to record the MLR appears to offer the potential for reduction in test time and better wave
identification. © 2001 Acoustical Society of America.@DOI: 10.1121/1.1340645#

PACS numbers: 43.64.Ri, 43.64.Yp@LHC#

I. INTRODUCTION

Reducing the recording time of auditory-evoked poten-
tials is almost always desirable, either because there is lim-
ited time available to make a recording on a subject or be-
cause a large number of recordings have to be made. The
middle latency response~MLR! is an auditory-evoked poten-
tial which is usually elicited using click stimuli and which
occurs approximately 20 to 70 ms after the stimulus. It varies
in amplitude from tenths of a microvolt to a few microvolts
and is embedded in the spontaneous EEG waveform which
has an amplitude typically of 10 to 30mV ~Elkfafi et al.,
1997!. Thus, the signal-to-noise ratio~SNR! is less than 1:10
~220 dB!. The MLR waveform has a characteristic pattern
with six features. These are three negative waves~Na , Nb ,
andNc! and three positive peaks (Pa , Pb , andPc).

The traditional method for improving the SNR of
auditory-evoked potentials is to use a synchronized average
of many successive responses, where the onset of the stimu-
lus triggers the synchronization process. Theoretically, forn
averages, the SNR increases by a factorAn. The maximum
length sequence technique~MLS; Eysholdt and Schreiner,
1982! allows a higher stimulation rate to be used than for
conventional MLR by overlapping successive recording ep-
ochs. A particular deconvolution technique is then used to
extract the responses which overlap in time. A maximum
length sequence is a pseudorandom binary sequence~PRBS!.
An MLS sequence of orderb ~whereb is an integer! is of
length 2b21 ~stimulus opportunities! and contains 2(b21)

stimuli. MLS order 1 is the redundant case of a conventional
stimulation pattern. Table I shows the MLS sequences used
for orders 3, 4, and 5.

In conventional MLR recording, successive responses
do not overlap. As the MLR occurs up to 70 ms after the
auditory stimulus, the highest stimulation rate that can be
used with the conventional technique is 14 clicks/s. If, in-
stead, responses are allowed to overlap using MLS, higher
stimulus rates can be achieved. MLS has been used to im-
prove the recording time of transient-evoked otoacoustic
emissions~Thornton, 1993! and it has been demonstrated
that MLS can been used to record auditory-evoked potentials
such as the auditory brainstem response~ABR! ~Burkard,
Shi, and Hecox, 1990; Burkard, 1991; Lina-Granada, 1994;
Jiang, 1999! and the MLR~Picton, Champagne and Kellett,
1992; Musiek and Lee, 1997!. Thornton and Slaven~1993!
have suggested that it might be possible to reduce the record-
ing time of the ABR using MLS; however, no studies have
assessed the possible reduction in the recording time of the
MLR by using MLS. An important application of the MLR
may be for measuring depth of anesthesia of patients under-
going surgery. A number of recent studies have demon-
strated auditory-evoked potentials~AEPs! to be a more reli-
able indicator of unconsciousness than the EEG~Doi et al.,
1997; Thornton, 1991!. For example, Gajrajet al. ~1998!
compared three indices derived from the EEG and one index
derived from the MLR in their ability to distinguish the state
of consciousness of patients as they passed repeatedly from
consciousness to unconsciousness while undergoing ortho-
paedic surgery. The AEP index that they used represents the
configuration of the MLR~Mantzaridis and Kenny, 1997!.a!Electronic mail: slb@isvr.soton.ac.uk
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They found that only the AEP index demonstrated a signifi-
cant difference on all mean values 1 minute before recovery
of consciousness and all mean values 1 min after recovery of
consciousness. Furthermore, the AEP index demonstrated
the highest sensitivity of all the measures for detecting un-
consciousness.

Although the exact relationship between MLR compo-
nents and awareness is still controversial~Jessop and Jones,
1992!, Thornton and Newton~1989! have demonstrated that
the latencies and amplitudes of the midlatency waves change
to both inhaled and intravenous agents. With increased anes-
thetic dose, latency increases and amplitude decreases. Fur-
thermore,Nb latencies shorter than about 45 ms appear to
correspond to awareness, as demonstrated with the isolated
forearm technique. Also, the configuration of the waveform
changes so that at light stages of anesthesia all three peaks
are seen, at a moderate depth of anesthesia onlyPa and Pb

are seen, and at a deeper level of anesthesia than is desirable,
none of the peaks is seen~Elkfafi et al., 1997!.

Typically, to obtain an MLR trace when monitoring
depth of anesthesia in surgery, a rolling average of 1000
clicks is used which is regularly updated~say, every 50
clicks!. The responsiveness of the change in this moving
average estimator to a change in anesthesia is crucial. At
5.95 clicks per s, averaging 1000 clicks to fully update the
average takes 168 s. This is too slow to monitor potentially
rapid changes in depth of anesthesia. The MLR has therefore
been criticized for this purpose due to recording times of 3 to
5 min ~Heier and Steen, 1996!.

An alternative to improve acquisition time of the MLR
has been developed by Elkfafiet al. ~1997! and uses signal
estimation. If the average of fewer responses is taken to ob-
tain the MLR~e.g., 192 sweeps!, the signal obtained will be
noisier, but it will be obtained faster~31 s!. Using an algo-
rithm based upon an autoregressive model with exogenous
input ~ARX!, an estimate of the true waveform can be ob-
tained from the noisy trace~Cerutti et al., 1987!. This trace
can then be fed into a fuzzy logic control system for the
purpose of control of anesthesia. However, the drawback of
such an approach is that it uses an estimate of the signal for
control, rather than the true signal, which could only be ob-
tained by averaging more responses. The estimate of the sig-
nal obtained from the model may therefore differ from the
true signal and may make the control system less reliable.
~The ARX modeling reduces degrees of freedom and hence
increases the confidence interval surrounding the signal esti-
mate.!

It is more desirable to derive the true signal using a large
number of responses, thus preserving the degrees of freedom,
but in a shorter time. This may be possible with MLS. How-
ever, when a higher MLS stimulation rate is used, the neural

response to the stimulus adapts and reduces in size. There is
therefore a trade-off between the improvement in SNR with
high MLS stimulation rates as more stimuli are recorded and
averaged in a given time period and the reduction in SNR
due to neural adaptation. The question arises when MLS is
applied to the MLR as to whether the improvement in SNR
with rate exceeds the deterioration due to adaptation. The
main aim of this study was therefore to test the hypothesis
that the MLS technique can be used to increase SNR, or by
implication, reduce the time required to record the MLR for
a given SNR.

II. METHOD

A study of subjects with normal hearing was performed
in which the MLR was recorded at different click stimulus
levels for equal time periods using both a conventional rate
~5.95 clicks per s! and higher MLS stimulation rates~up to
185 clicks per s!. The principle was that peak amplitudes of
the traces obtained were used to calculate relative SNRs of
recordings. These were used to infer whether an MLS re-
cording of equal SNR to the conventional recording could
have been obtained in a shorter time.

A. Determination of signal-to-noise ratio

With conventional averaging, if a signal of amplitudeS
embedded in random noise amplitudeN is averaged overn
sweeps, the signal-to-noise ratio is given bySAn/N. When
using high stimulation rates, the responseS will be reduced
by a factork due to adaptation, so the SNR is also reduced
by a factor ofk. Furthermore, each sequence of MLS con-
tains noise from 2b21 stimulus opportunities but only
2(b21) stimuli, so the SNR of an MLS sequence is further
reduced by a factorc52(b21)/2b21. If averaged overm
stimulus opportunities, the SNR using MLS is given by
ckAmS/N.

If the conventional recording rate isr o , the MLS rate is
r, and the recording time used ist, thenn5r ot and m5rt
~Note that here the MLS rate used is the peak stimulation
rate or stimulus opportunity rate, i.e., the inverse of the mini-
mum interval between clicks in the sequence. In an MLS
sequence, not all stimulus opportunities are filled with
stimuli, and the stimuli are presented quasirandomly, so in
some studies of MLS, the average stimulation rate is quoted
instead of the peak stimulation rate.!

Then, the relative SNR~MLS to conventional! is given
by

SNRMLS

SNRCONV
5ckA r

r o
~1!

~Thornton, 1993!.
By measuringk ~the ratio of the MLS amplitude to that

of the conventional amplitude!, the SNR of the conventional
and MLS recordings can be compared. In the present study,
two measures of amplitude were used to estimate relative
SNR between MLS and conventional recordings: thePa–Na

and theNa–Pb amplitudes~peak-to-peak amplitudes!. For
each recording condition, the amount of neural adaptation,k,

TABLE I. The MLS sequences used in the study.

Order Length
Stimulation sequence

~1 corresponds to a click, 0 to a silence!

3 7 1101100
4 15 100110101111000
5 31 1001011001111100011011101010000
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was determined by dividing the MLS amplitude by the con-
ventional amplitude~amplitudes were averaged across the
two recording sessions!.

An alternative to using relative wave amplitudes to esti-
mate relative SNR might be to estimate actual SNR in each
based on the6difference method~Wong and Bickford,
1980!. This compares two recordings made in the same con-
ditions to estimate SNR. However, in the present study re-
cordings were repeated on each subject on different days as it
was deemed desirable to assess the test–retest reliability of
MLR recordings across different recording sessions. It is un-
likely that either signal or noise conditions were identical for
the two recordings sessions, so use of the6 difference is of
limited validity.

B. Subjects

To determine the number of subjects required for the
study, an estimate was made of the likely variation in peak
amplitude that would be detectable. For a pooled standard
deviation of 0.10mV, a sample size of 18 would allow a
difference of means as small as 0.06mV to be detected with
a power of 0.80 and a significance of 0.05. In fact, 20 sub-
jects were included. These were taken from a student popu-
lation at the University of Southampton. There were ten male
and ten female subjects. The mean age was 24.3 years. To
minimize effects of age and hearing impairment, subjects
included in the study were otologically normal. They were
aged between 18 and 30 years with hearing threshold levels
better than 20 dB throughout the range 500–4000 Hz in each
ear and all had normal tympanograms. No subjects had a
history of ear disease or undue noise exposure.

C. Stimuli

Three click stimulation levels nominally at 30, 50, and
70 dB nHL were used.1 Here, ‘‘dB nHL’’ refers to the level
of the click above the mean threshold level of subjects, as
determined by a preliminary experiment~see below!. The
order of stimulation level was rotated between subjects. At
each stimulation level, recordings were made at a conven-
tional stimulation rate of 5.95 clicks/s. Three MLS stimula-
tion sequences of order 3, 4, and 5 were used which have
corresponding peak stimulation rates of 42, 89, and 185
clicks/s, respectively~these correspond to average stimula-
tion rates of 24, 47, and 95 clicks/s!. To prevent stimulation
order effects, the order of stimulation at each level given to
each subject~in terms of MLS order! was varied using five
different consecutive Latin squares.

The study was carried out in a soundproof booth. Audi-
tory click stimuli were delivered to subjects’ right ears
through an insert earphone~Etymotic ER-3A! via a Kamplex
KC50 audiometer. To prevent cross hearing, the left ear re-
ceived a broadband masking noise at 40 dB below the click
stimulation level through a similar insert earphone. Relaxing
subjects reduces electrophysiological noise and hence sub-
jects were seated in a comfortable chair with a headrest.
Room temperature was maintained as near to 26 °C as pos-
sible ~which minimizes the metabolic activity needed by a
subject to maintain body temperature! and ranged from 24 to

28 °C. To reduce electrical interference, screened cables
were used and the biological amplifier~see below! was
placed near the subject.

With an audiometer dial setting of 90 dB, click stimuli
had a mean level of 80.1 dB peak-equivalent SPL. It was
also desirable to know the click level in dB nHL. For this to
be calculated a preliminary study was performed to find the
average threshold of normal subjects to the clicks presented
at the conventional rate of 5.95 Hz. From this study, the
mean click threshold dial setting was 39.3 dB and the mean
pure-tone threshold averaged between 2 and 4 kHz was 3.3
dB HL. This is a difference of 36.0 and indicated that an
audiometer dial setting of 90 dB corresponds to 54 dB nHL.

D. Equipment

Maximum length sequences were generated and re-
corded using a computer-controlled CEDmicro1401 labora-
tory interface containing analog-to-digital and digital-to-
analog converters and CED1902 biological amplifiers. When
recording MLS, the sequences need to be generated contigu-
ously, with no gaps between sequences. For each experimen-
tal condition, an appropriate sequence was loaded into an
output buffer in the CEDmicro1401 and this was then re-
peated cyclically at a sample rate of 10 kHz. The output
sequence could consist of either a single click for conven-
tional recording, or a maximum length sequence of order 3,
4, or 5 which contains several clicks. A click consisted of a
0.1-ms~one sample! 5-V square wave output from the CED-
micro1401. An output sequence of 168 ms therefore corre-
sponded to 1680 possible click opportunities. Note that this
is a lowest common multiple of the lengths of MLS order 2,
3, and 4~3, 7, and 15!, but not of order 5. The buffer length
therefore had to be changed to 1674 for MLS order 5~length
31! so that an exact number of sequences could fit into the
output buffer.

The CEDmicro1401 sampled the outputs of the biologi-
cal amplifiers at a rate of 10 kHz. Samples were placed into
buffers of length 168 ms which were the same length as the
continuously repeating stimulus output buffer~corresponding
to a repeat rate of 5.95 Hz—the conventional stimulation
rate.! Two buffers were used cyclically and their contents
were alternately transferred to the computer for checking and
averaging. Hence, while one buffer was acquiring data, the
other was being transferred and analyzed. This process was
effected by software specifically written for this purpose.

Analog filters were set to 1 Hz~high pass! and 100 Hz
~low pass!. Hall ~1992! suggested that a high-pass filter set-
ting of 15 Hz is optimal for the MLR, so the averaged data
were also digitally high-pass filtered off-line at 15 Hz.

E. Recording the MLR

Auditory-evoked responses to the clicks were picked up
by three silver–silver chloride electrodes placed on the skin:
active electrode on the vertex of the head, ground electrode
on the forehead, and reference electrode on the mastoid of
the right ear after skin preparation. Recordings were made
with impedances of less than 5 kohms between all pairs of
the electrode array.
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The same 12 recording conditions were used for each
subject on two separate occasions~a total of 24 recordings!.
The mean time between recordings was 10.25 days. Subjects
were tested at approximately the same time of day on each
occasion. The same duration was used for each measurement
and was sufficient for 1000 click responses to be recorded at
the conventional recording rate of 5.95 clicks/s~168 s!.

During recording, artifact rejection was utilized so that
noisy responses were not included in the average. The am-
plitude criterion for artifact rejection was varied between
subjects and conditions. It was chosen by the experimenter
such that approximately 95% of sweeps were accepted on
average~so that recording time was not unduly extended!.
There were no significant differences in the amount of arti-
fact rejection between the orders of MLS used~see below!.
The overall percentage of sweeps accepted was 93.3%. This
meant that the recording time of the MLR was extended
from 168 to 180.2 s~3 min! on average once artifact rejec-
tion time was added.

III. RESULTS

A. Waveform morphology

Figure 1 displays typical MLRs recorded from one sub-
ject at a click intensity of 70 dB nHL for each order of MLS
used. The two recordings, made on separate occasions, are
overlaid. Some variation is seen between the recordings from
the different occasions~which occurred to varying degrees
for all subjects!.

Wave Po due to the ABR occurs approximately 10 ms
after the stimulus,Na , at around 25 ms,Pa at around 33 ms,
and Nb at around 42 ms. For this subject, aPb wave at
around 55 ms can also be seen.

B. Wave detection rates

The rating of the presence and measurement of ampli-
tudes and latencies of theNa , Pa , and Nb waves of the

MLR waveforms were carried out by the first author.2 For
each of the three waves of the MLR (Na , Pa , andNb), the
percentage of responses with an identifiable wave present
was calculated for each order of MLS and each click inten-
sity used. For each condition a total of 40 recordings was
made~two for each subject!.

Table II shows the wave detection rates for each of the
MLR waves and for the three waves combined. It can be
seen that at each click intensity, MLS orders 3 and 4 pro-
duced higher overall wave detection rates than conventional
recording. The greatest number of peaks was identified at the
highest click stimulation level~70 dB nHL!. A total of
87.5% ofNb waves was identified. Not all subjects had an
identifiableNb wave. One subject had no identifiable MLR
waves. Recordings from this subject appeared to have inter-
ference from a large postauricular muscle response and at-
tempts to relax the subject did not result in a repeatable
MLR.

C. Test–retest reliability

For each subject, MLR recordings were made on two
separate occasions for each of the 12 recordings conditions
used. This meant that the test–retest reliability of wave am-
plitudes and wave latencies of recordings could be character-
ized using Pearson correlation coefficients.

The overall correlation between wave amplitudes
(Na , Pa , and Nb waves! was 0.76 (P,0.0001) and for
wave latencies was 0.70 (P,0.0001). The mean amplitude
was 0.28mV ~s.d. 0.17! and the mean difference in ampli-
tude between recordings was 0.022mV ~s.d. 0.15!. Hence,
the amplitude replication s.d was 0.11mV ~0.15/A2!. The
mean latency was 31.80 ms~s.d. 9.63! and the mean differ-
ence in latency between recordings was 0.22 ms~s.d. 3.41!.
Hence, the latency replication s.d. was 2.41 ms~3.41/A2!.

Test–retest correlations for each order of MLS used
were also calculated. Correlations for all orders were highly
significant. As wave latency and amplitude were each highly
correlated between recording sessions, averages across the

FIG. 1. Waveform morphology for a typical subject.

TABLE II. Wave detection rates.

Click intensity MLS order

MLR wave

OverallNa Pa Nb

29 dB nHL 1 93% 83% 75% 83%
3 95% 93% 78% 88%
4 93% 90% 88% 90%
5 88% 78% 88% 84%

Means 92% 86% 82% 86%

49 dB nHL 1 90% 88% 78% 85%
3 95% 93% 83% 90%
4 88% 93% 90% 90%
5 85% 78% 88% 83%

Means 89% 88% 84% 87%

69 dB nHL 1 95% 85% 80% 87%
3 95% 95% 93% 94%
4 93% 95% 90% 93%
5 93% 90% 88% 90%

Means 93% 91% 88% 91%
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two sessions were taken when calculating SNRs from wave
amplitudes and for statistics on wave latencies.

D. Comparison of signal-to-noise ratio

It is desirable to compare the SNRs of MLS and
conventional recordings. The amplitude of an MLS record-
ing can be multiplied by a correction factor~‘‘adjusted’’!
so that when the adjusted MLS amplitude equals that of
the conventional recording, the SNRs of the two recordings
are equal. From Eq.~1! for the comparison of MLS and
conventional SNR above, and puttingr 5(2b21)r o and
c52(b21)/2b21, then for MLS and conventional recording
to have equal SNR

ampMLS

2b21

A2b21
5ampCONV,

where 2b21/A2b21 equals 1.51~MLS order 3!, 2.07 ~MLS
order 4!, and 2.87~MLS order 5!. If ampMLS is significantly
greater than this, the MLS recording will have a greater SNR
than the conventional recording. Therefore, for the purposes
of statistical analysis, the MLS peak-to-peak amplitudes
were multiplied by the appropriate correction factors shown
above according to the order of MLS used. Repeated mea-
sures analysis of variance andpost hocpaired t tests were
then used to test whether the adjusted MLS peak-to-peak
amplitudes were significantly different from the conventional
peak-to-peak amplitudes for theNa–Pa difference and the
Pa–Nb difference, at each click intensity.

The variation of MLR wave amplitudes with stimulus
intensity and MLS order are shown in Table III along with
standard deviations. One-sample Kolmogorov–Smirnov tests
showed that the distribution of the transformed data did not
differ significantly from a normal distribution and hence
parametric statistics were applied. Repeated measures analy-
sis of variance was used to test for an effect of rate on the
adjusted amplitudes~amplitude being the dependent-
variable, rate the within-subject factor!. For theNa–Pa and
Pa–Nb waves at all stimulus intensities, a significant within-
subject effect of rate on adjusted amplitude was seen (p
,0.05). Post hoc ttests were then used to evaluate which
orders of MLS produced most increase in adjusted ampli-
tude.

For theNa–Pa amplitude, MLS order 4 had a signifi-
cantly higher (p,0.005) adjusted amplitude than the con-
ventional recordings at all stimulus intensities. This corre-
sponds to an improved SNR. There was no significant

difference between the conventional recording amplitude and
the adjusted amplitudes for MLS orders 3 and 5.

For thePa–Nb amplitudes, all orders of MLS showed
significantly larger adjusted amplitudes than the conven-
tional recordings (p,0.05) at all stimulus intensities, with
the exception of order 3 at 30 dB nHL, which did not have a
significantly different adjusted amplitude from the conven-
tional recording. Almost all the MLS recordings showed an
improved SNR over conventional recordings for this part of
the MLR.

From Eq. ~1!, the inferred relative test speed between
MLS and a conventional recording, when run to equal SNR,
is given by

Relative speed5c2k2
r

r o
.

Relative test speeds based on theNa–Pa andPa–Nb ampli-
tudes are shown in Figs. 2 and 3. Outlier analysis was per-
formed and data lying outside the interquartile range by an
amount equal to three times the interquartile range were ex-
cluded. The mean relative test speed across subjects has been
used.3 For both theNa–Pa waves and thePa–Nb waves
there is a test speed advantage and this is greater for 50- and
70- dB nHL stimulus intensity than for 30 dB nHL. The
improvement in test speed is greater for thePa–Nb waves.
For the Pa–Nb waves, the maximum calculated speed im-

FIG. 2. Relative test speed of MLS recordings to conventional recordings as
a function of stimulus intensity and rate calculated from rawNa–Pa ampli-
tudes. Error bars represent one standard error of the mean.

TABLE III. Mean raw wave amplitudes inmV ~averaged across subjects and recording sessions!. Standard
deviations are shown in parentheses.

Stimulation
intensity MLR wave

MLS order

1 3 4 5

30 dB nHL Na–Pa 0.74 ~0.23! 0.50 ~0.16! 0.46 ~0.15! 0.26 ~0.08!
Pa–Nb 0.59 ~0.24! 0.48 ~0.15! 0.44 ~0.17! 0.30 ~0.12!

50 dB nHL Na–Pa 0.88 ~0.31! 0.64 ~0.22! 0.53 ~0.15! 0.28 ~0.10!
Pa–Nb 0.64 ~0.28! 0.54 ~0.23! 0.54 ~0.22! 0.31 ~0.12!

70 dB nHL Na–Pa 0.97 ~0.32! 0.68 ~0.22! 0.71 ~0.28! 0.34 ~0.13!
Pa–Nb 0.72 ~0.26! 0.56 ~0.25! 0.63 ~0.24! 0.37 ~0.15!
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provement is 3.7 times for MLS order 4 at 50 dB nHL. This
would represent a test time reduction from 180 to 49 s.

E. Latency variation with increasing stimulus rate

The present study investigated whether MLS recording
of the MLR results in a change in wave latency. Figure 4
shows variation in latency of theNa , Pa , and Nb waves
with peak stimulation rate. It appears that wave latency re-
duces with increasing click rate. Repeated measures analysis
of variance showed a significant within-subject effect of rate
(p,0.05) for all waves and stimulus intensities apart from
the Nb wave at 30 dB nHL.

IV. DISCUSSION

A. Test speed improvement using MLS

From the present study, MLS order 4 was shown to pro-
duce the best inferred improvement in test speed for the
MLR. Figures 2 and 3 show the assumed improvement in
test speed for different MLS peak stimulation rates and dif-
ferent stimulus intensities calculated using a derivation of
test time based on theNa–Pa and Pa–Nb amplitudes, re-
spectively. It can be seen that MLS order 4~89.25
opportunities/s! shows an improvement in test time for all
stimulus intensities. MLS order 4 represents the best balance
between increase in recording time with stimulation rate and
decrease in response size with stimulus rate due to neural
adaptation.

Of course, simply increasing the conventional recording
rate may result in a reduction in test time. Van Veen and
Lasky ~1994! have demonstrated that for the ABR, MLS
cannot reduce recording time more than can be achieved by
using the optimal conventional recording rate. Unfortunately,
we did not explore this parameter space and so it is unclear
whether the time advantage found in this study is only true
when referenced to 5.95 Hz. However, for a MLR of up to
70 ms, the maximum conventional click rate obtainable is 14
clicks/s which would represent a 2.3 times reduction in test

time assuming no adaptation of the response amplitude with
rate. This is not as great as the 3.7 times reduction in test
time using MLS found in this study.

Improvement in relative test speed also increases with
stimulus intensity. This increase with stimulus intensity is
consistent with the findings of Leung~1996!, who also found
an improvement with stimulus intensity when recording the
ABR at different MLS rates.

The maximum speed improvement found in the present
study was 3.7 times, using MLS order 4 at a click intensity
of 50 dB nHL. This might represent a reduction in test time
from 180 to 49 s, which would represent a significant im-
provement if the MLR is used as an indicator of depth of
anesthesia. The MLR has been criticized as a possible indi-
cator due to recording times of 3 to 5 minutes~Heier and
Steen, 1996!. Although there is no defined criterion as to
what is an acceptable recording time, a recording time of
under a minute appears to have reasonable face validity and
would allow a more rapid assessment of changes in the depth
of anesthesia of a patient. Of course, simply increasing the
conventional recording rate from 6 clicks/s may reduce re-
cording time, although this was not assessed in this study.

An interesting finding from the present study is that
MLS appears to produce greater improvement in recording
speed for thePa–Nb segment of the MLR than for the
Na–Pa segment. The maximum improvement for the
Na–Pa segment was 2.1 times, and forPa–Nb was 3.7
times using MLS. A possible explanation might be that dif-
ferent regions of the auditory pathway are responsible for
producing theNa–Pa andPa–Nb segments of the MLR.

The improvement in MLR recording speed of 3.7 times
found in this study is not quite as great as that obtained by
some signal processing methods. For example, the method of
Elkfafi et al. ~1997! @autoregressive model with exogenous

FIG. 3. Relative test speed of MLS recordings to conventional recordings as
a function of stimulus intensity and rate calculated from rawPa–Nb ampli-
tudes. Error bars represent one standard error of the mean.

FIG. 4. Latency variation with peak stimulation rate. Error bars represent
one standard error of the mean.
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input ~ARX!# reduced the MLR recording time to 32 s. How-
ever, such models are based on an assumption regarding the
morphology of the underlying MLR. If change in the mor-
phology of the MLR is to be used as an indicator of anes-
thetic depth, then it is important not to introduce distortions
in the morphology by making assumptions regarding that
morphology and fitting data around the assumptions. MLS
has the advantage that no assumptions are made regarding
the morphology of the underlying MLR and so it records a
‘‘true’’ morphology. Although it may be slightly slower than
ARX modeling in recording the MLR, there is no risk of the
model distorting the latencies of the MLR waves. This is
particularly critical if Nb wave latency is to be used as the
basis of a control system for administration of an anesthetic
agent.

B. The usefulness of the MLR in assessing
anaesthetic depth

This study has addressed some of the issues concerning
whether the MLR is a viable measure to be used as an indi-
cator of anesthetic depth. In particular, the number of sub-
jects possessing an MLR was measured, as was the test–
retest reliability of the MLR measurement.

If Nb wave latency is to be used as an indicator of an-
esthetic depth, it is necessary for subjects to have a record-
able Nb wave. Table II shows the detectability of the
Na , Pa , andNb waves of the MLR for different recording
conditions. An important finding is that the detectability of
Nb waves is not 100%. Indeed, for conventional recordings
at 70 dB nHL stimulus intensity, theNb wave only had 87%
detectability. This would imply that use of the MLR as an
indicator of depth of anesthesia is not possible for all sub-
jects. There was one subject in this study from whom no
clear MLR could be recorded. Recordings from this subject
appeared to have interference from muscle activity. While
muscle artifact interference is a negative indicator for using
the MLR to measure depth of anesthesia in surgery, muscle
activity reduces when a patient is relaxed under anesthesia,
so the MLR may become more detectable and in operations
in which a muscle relaxant is given to a patient, such muscle
activity is almost abolished. Furthermore, it may not be pos-
sible to record an MLR from subjects who do not have nor-
mal hearing, or from young children in whom the MLR re-
sponse is not fully developed~Hall, 1992!.

It should be noted that the detectability of MLR waves is
dependent on equipment filter settings and length of record-
ing time. The quality of recordings may be improved by
optimizing the filter settings for each patient. However, if an
MLR recording system is to be used in an operating theater,
it is unlikely that a large amount of time would be available
to optimize the MLR recording settings for each patient.
Nonetheless, it might be possible to combine MLS with sig-
nal processing techniques such as ARX or adaptive filtering
to further reduce the acquisition time of the MLR.

It can also be seen from Table II that wave detectability
is better for the MLS than the conventional recording condi-
tions. MLS order 4 has aNb wave detectability of around
90% for the three stimulus intensities used. This is consistent
with the findings of Musiek and Lee~1997!, who found the

detectability of the MLR waves was improved by using
MLS. This improved wave detectability implies that MLS
recording of the MLR would be better than conventional
recording in theater as it would increase the likelihood of
recording a clearNb wave for assessment of depth of anes-
thesia.

The test–retest reliability of MLR recordings was as-
sessed in the present study. An important finding was that the
latency replication standard deviation for theNb wave is
small ~2.08 ms using MLS order 4 at 70 dB nHL! compared
to the variation inNb wave latency expected to be caused by
increasing anesthetic depth~20 ms, according to Beeret al.,
1996!. This means that the uncertainty inNb wave latency
estimation would not mask the variation inNb latency
caused by changes in anesthetic depth, a necessary condition
if Nb latency is to be used to assess anesthetic depth. The
latency replication standard deviation is better for MLS re-
cordings than conventional recordings, with MLS order 4
showing the smallest replication standard deviation. This im-
plies that MLS recordings would be better than conventional
recordings in assessing depth of anesthesia as less variation
in Nb latency would be introduced by test–retest variability.

The wave amplitude increases with stimulus intensity,
so SNR increases. Due to concern that the postauricular
muscle response would interfere with recordings, 70 dB nHL
was the highest stimulus intensity used in the study. How-
ever, postauricular muscle interference was not generally
found to be a problem at this intensity, probably because
subjects were reclined with their necks supported when re-
cordings were made. If MLR recordings are to be made
when patients are under general anesthetic and are given a
muscle relaxant then the postauricular muscle response will
not occur. This means that even higher stimulus intensities
than 70 dB nHL could be used and a greater improvement in
SNR with MLS than that found in this study might be ob-
tained.

C. Wave latency variation with MLS

Figure 4 shows the effect of recording rate onNb wave
latency. It is clear that wave latency decreases at higher MLS
recording rates. This was found to be a significant effect
using repeated measures analysis of variance for all waves
and stimulus intensities, apart from theNb wave at 30 dB
nHL. This effect of decreasing MLR wave latency with MLS
rate is in opposition to the effect of MLS on the ABR, where
wave latency has been shown to increase with MLS rate. For
example Pictonet al. ~1992! and Laskyet al. ~1993! have
demonstrated a significant increase in wave V latency of the
ABR at high MLS rates. However, there is no evidence of a
decrease in wave latency for the MLR: Musiek and Lee
~1997! found no significant change in MLR wave latency
using high MLS rates and Pictonet al. ~1992! describe a
significant decrease in the MLRNb wave latency with high
MLS rates, which is consistent with our findings. The values
of Nb wave latency found in our study are similar to those
found by Pictonet al. ~1991!. The discrepancy between the
change in ABR and MLR wave latencies with increasing
MLS rate may arise due to differences in the properties of
the neural generating sites of the responses.
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This implies that if MLS MLR recordings are to be used
to assess depth of anesthesia, then the normative values of
Nb latency obtained with conventional recordings at different
depths of anesthesia would have to be reviewed so that the
reduction inNb latency caused by a high MLS recording rate
is included. This would involve carrying out a normative
study ofNb latency variation with anesthetic depth for MLS
recordings. Variation in MLSNb latency for different age
groups should also be assessed and normative data for dif-
ferent age groups should be collected. Such normative data
are essential if an automated system is to be developed that
could control infusion rate of an intravenous anesthetic using
Nb latency recorded with MLS. Furthermore, ifNb latency is
to be used as a measure of depth of anesthesia in operations
which involve cooling the body, such as cardiac surgery,
normative data of the effect of cooling on MLSNb latency
will need to be collected.

Although this study has found an improvement in re-
cording time of thePa–Nb portion of the MLR using MLS,
the study was carried out on otologically normal subjects in
a sound-treated room. It is important to verify that such an
improvement in MLR recording time is shown when record-
ings are made in the noisy conditions typical in an operating
theater. It would also be useful to assess whether binaural
MLS MLR recording is significantly faster than monaural
recording, as this may further reduce the time taken to obtain
a measure of anesthetic depth.

V. SUMMARY AND CONCLUSIONS

MLR recordings can be made reliably using maximum
length sequences. Wave presence is greatest for MLS order
4, which shows a higher wave presence than recordings
made at a conventional recording rate of 5.95 clicks/s.

Test–retest reliability in terms of replication of wave
amplitudes and latencies is better for MLS than conventional
recordings. MLS order 4 had the lowest test–retest latency
variation and MLS order 5 had the lowest test–retest ampli-
tude variation~although this may be a consequence of MLS
order 5 having the smallest wave amplitudes!. However, us-
ing a fast MLS stimulation rate produces a significant reduc-
tion in wave latency. If MLS MLR wave latencies are to be
used to assess depth of anesthesia, then the effect of using
MLS on the normative wave latencies at different stages of
anesthesia must be assessed.

Using a fast MLS stimulation rate reduces the amplitude
of the MLR waves. However, this effect is more pronounced
for the Na–Pa segment of the MLR than thePa–Nb seg-
ment. This may be because there are different neural genera-
tion sites for the different waves of the MLR and these sites
may be affected differently when using MLS.

Wave amplitudes can be used to calculate the relative
SNR between conventional and MLS recordings made in the
same time period~Thornton and Slaven, 1993!. Greater im-
provement in SNR is obtained for thePa–Nb segment of the
MLR than for theNa–Pa segment. MLS order 4 produces a
better SNR than orders 3 or 5. For both theNa–Pa segment
and thePa–Nb segment of the MLR, the SNR of MLS order
4 is significantly greater than that of a conventional record-
ing, or of recordings made with MLS order 3 or 5. MLS

order 4 therefore represents the best balance between im-
provement in SNR due to increased stimulation rate and re-
duction in SNR with rate due to neural adaptation.

The improvement in SNR using MLS corresponds to a
reduction in test time of 3.7 times. This corresponds to a
reduction in test time from 180 to 49 s if 1000 averages are
taken. This would represent an valuable reduction in test
time if Nb latency is to be used to assess depth of anesthesia
in an operating theater and it does not require assumptions to
be made regarding the morphology of the MLR that it mea-
sures.

1In fact, the levels used turned out to correspond to 29, 49, and 69 dB nHL
but they are referred to here by their nominal levels.

2To verify that the rating of waveforms was not subject to rater bias and not
dependent on experience of waveforms, a second person who was not ex-
pert also rated the first quarter of all the waveforms. Pearson correlation
coefficients were calculated for the latency and amplitude ratings of the two
observers. The correlation between raters for amplitudes was 0.92 (P
,0.0001) and for latencies was 0.98 (P,0.0001). The amount of missing
data was estimated as 6.1% by rater 1 and 4.2% by rater 2. It did not appear
that the rating of wave amplitudes and latencies was subject to rater bias.

3This is not the same as the test speed calculated from the mean adjusted
amplitudes shown in Table III. To calculate the relative test speeds, the
mean relative test speed across subjects has been used. This is not the same
as the test speed calculated from the mean adjusted amplitudes. Either
approach may be valid; however, we felt that averaging across subjects was
the most representative way to express relative test speed. If test speed is
instead calculated using the mean adjusted amplitudes, the values obtained
for test time improvement for MLS order 4 over conventional recordings
are 2.3 for theNa–Pa wave at 70 dB nHL and 3.2 for thePa–Nb wave at
50 dB nHL. However, we have chosen to use the mean relative test speed
which results in the values of 2.1 and 3.7, respectively, and these are the
values which we quote in the text.
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Searching for the time constant of neural pitch extraction
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Multichannel, auditory models have been repeatedly used to explain many aspects of human pitch
perception. Among the most successful ones are models where pitch is estimated based on an
analysis of periodicity in the simulated auditory-nerve firing. This periodicity analysis is typically
implemented as a running autocorrelation, i.e., the autocorrelation is calculated within a temporal
window which is shifted along the time axis. The window was suggested to have an exponential
decay with time-constant estimates between 1.5 and 100 ms. The window length determines the
minimal integration time of pitch extraction. The present experiments are designed to quantify the
temporal window of pitch extraction using regular-interval noises~RINs!. RINs were generated by
concatenating equal-duration noise samples which produce a pitch corresponding to the reciprocal
of the sample duration when the samples are identical~periodic noise!. When the samples are
independent, the stimulus is Gaussian noise and produces no pitch. Using RIN stimuli where
periodic portions interchange with aperiodic portions, it is shown that the temporal window of pitch
extraction cannot be modeled using a single time constant but that the size of the temporal window
depends on the pitch itself. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1348005#

PACS numbers: 43.66.Ba, 43.66.Hg, 43.66.Jh, 43.66.Mk@SPB#

I. INTRODUCTION

Multichannel computer simulations of the human audi-
tory periphery have become a valuable tool as a front end for
models of sound perception. The perception of the pitch of
harmonic complex sounds has been modeled with different
approaches featuring either a spectral or a temporal process-
ing of the output of a peripheral preprocessing module which
typically consists of a broadband filter simulating the outer-
and middle-ear transfer functions and a filterbank simulating
cochlear frequency selectivity. The temporal integration
quantified by the impulse response of the narrow-band filters
plays an important role for both temporal and spectral mod-
els of pitch extraction. The duration of the impulse response
determines the filter bandwidth and thus the limit of spectral
resolution of individual harmonics in spectral models of
pitch. Also, in temporal models of pitch the temporal inte-
gration of the cochlear filters has been shown to have a criti-
cal impact on the perception of pitch~Wiegrebeet al., 2000!.
Following cochlear preprocessing, temporal models of pitch
typically recruit an autocorrelation of the firing activity of
simulated auditory-nerve fibers as a functional tool to ana-
lyze the firing pattern in terms of periodicity. As with any
periodicity analysis, autocorrelation cannot be instantaneous
but it works in a finite-duration, temporal window and this
window shifts along the time axis. Licklider~1951! was the
first to introduce the autocorrelation function into human
pitch perception and he suggested that the temporal window
of the autocorrelation function would have an exponential
decay with a time constant of 2.5 ms. This time constant
determines the minimal degree of temporal integration of
periodicity information in autocorrelation models and the
time constant should thus resemble the size of a pitch-
extraction window in a presumed auditory neural periodicity

analysis. In later studies where autocorrelation models were
used to model many aspects of pitch perception, estimates of
the time constant varied considerably between 2.5 ms~Med-
dis and Hewitt, 1991a,b! and 10 ms~Meddis and O’Mard,
1997! and an integration time that was limited only by the
signal duration~e.g., Yostet al., 1996!. However, the time
constant was mostly regarded as a free parameter and up to
now, no experiments have been explicitly designed to quan-
tify this time constant. Here, an attempt is made to quantify
the time constant of neural periodicity analysis using regular-
interval noises~RINs!. These stimuli have been repeatedly
used to investigate pitch perception and, due to their high
degree of variability, RINs can be manipulated to provide
critical tests for pitch models. One subclass of RINs is
repeated-period noise~RPN!. RPNs are generated by concat-
enating equal-duration noise samples which are either iden-
tical or independent. A nomenclature RPN(d,n,x) is used to
indicate the duration of each noise sample,d, the number of
consecutive, identical samples,n, and the number of inde-
pendent noise samples between the periodic sequences,x.
Using a notation where noise samples are represented by
letters, a stimulus of the formAABBCC,..., is an RPN(d,2,0)
and a stimulus of the formAAABCCCD,..., is an RPN
(d,3,1). Whenn is equal to or higher than 2, RPN stimuli
have harmonically structured long-term spectra and their
pitch always corresponds to 1/d. Two examples of RPN,
their spectra, and the oscillation of the stimulus periodicity
over time, measured as the height of the first peak in the
running normalized autocorrelation of the stimulus over
time, Rh1(t), are shown in Fig. 1. As shown in Fig. 1,
Rh1(t) oscillates periodically in RPN stimuli. This is the
case because periodic sections in the stimulus~e.g.,AAA! are
interleaved with aperiodic sections~e.g.,ABC!. Perceptually,a!Electronic mail: wiegrebe@zi.biologie.uni-muenchen.de
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an Rh1(t) oscillation would correspond to an oscillation in
pitch strength because the height ofh1 is a measure of pitch
strength~Yost, 1996b!.

Previous studies on the temporal dynamics of pitch
strength using a single type of RPN stimulus~Wiegrebe
et al., 1998, 2000! have shown that RPN(d,2,0) stimuli have
a stronger pitch than rippled noise stimuli with the samed,
although their long-term spectra are identical. Moreover, it
was shown that the pitch-strength differences depend on the
spectral listening region in that the differences were only
perceived in the frequency region where the spectral ripple
of rippled noise and RPN(d,2,0) is unresolved. In Wiegrebe
et al. ~1998! it was shown that for RPN(d,2,0), theRh1(t)
oscillations were inaudible. Based on these data, it was con-
cluded that the time constant of pitch integration must be
long enough to smooth theRh1(t) oscillations. The follow-
ing experiments were designed to quantify this time constant
using an extended set of RPN stimuli. The stimuli are char-
acterized with respect to pitch strength and the audibility of
oscillations corresponding to theRh1(t) oscillations. The
results show that~a! an autocorrelation model can account
for changes in pitch strength in RPN(d,n,x) with increasing
n, but ~b! a running autocorrelation model with a fixed inte-
gration time constant cannot account for the changes of the
perception of theRh1(t) oscillations with increasingn. It is
concluded that the temporal window of neural pitch extrac-
tion is not constant but depends on the pitch itself.

II. EXPERIMENT 1: MATCHING THE PERCEPTION OF
RPN TEST STIMULI

A. Method

In an adjustment experiment, listeners were asked to
match the sensation of the RPN test stimuli in terms of pitch
strength and pitch-strength oscillations. For reasons given
below, matching stimuli consisted of a compound of iterated
rippled noise~IRN! and square-wave modulated noise.

1. Stimuli

RPN test stimuli were produced exactly as described in
the Introduction. The combinations ofd andn used are given
in Table I; x was always set ton22. This set of RPN test
stimuli was used because, along the diagonal lines in Table I,
the RPN test stimuli have the sameRh1(t) oscillation pe-
riod. Whenx equalsn22, the oscillation period is

oscillation period5d* ~2* n22!. ~1!

Thus, an RPN~16,2,0! has the sameRh1(t) oscillation
period as an RPN~2,9,7!. Their pitches, however, differ be-
cause the pitch is determined solely byd.

Matching stimuli consisted of a square-wave modulated
noise added to IRN. IRN was generated by an iterated pro-
cess where a noise waveform is delayed and added back to
itself ~add-same configuration; Yost, 1996a,b!. The delay,d,
was set equal to the noise-sample duration in the RPN test
stimuli, i.e., test and matching stimulus had the same pitch.
By multiplying the delayed waveform with a gain factor be-
tween zero and one, the pitch strength of IRN can be con-
tinuously varied between no pitch~Gaussian noise! and the
maximum pitch strength given by the number of iterations.
Thus, to match the RPN test stimuli in terms of pitch
strength, listeners varied the gain factor in the IRN matching

FIG. 1. Waveforms~left column!, long-term spectra
~middle column!, and Rh1(t) ~right column! of
RPN~16,2,0! ~top! and RPN~2,9,7! ~bottom!. The
stimuli have pitches corresponding to about 62.5 and
500 Hz, respectively.Rh1(t), the height of the first
peak in the running, normalized autocorrelation func-
tion of the stimulus was calculated with a time constant
of 1.5 ms.

TABLE I. Combinations of the noise-sample duration,d ~in ms! and the
number of successive periodic noise samples,n, for the generation of the
test stimuli. The number of independent noise samples between the periodic
sequences~x! is always n22. The oscillation period ofRh1(t) equals
d* (2* n22). It is constant along diagonal lines in this table.

d/n 2 3 5 9 17

1 1 1 1 1 1

2 1 1 1 1

4 1 1 1

8 1 1

16 1
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stimuli. As in Yost~1996a,b!, a nomenclature IRN(d,g,n) is
used to indicate the delay,d, the gain factor,g, and the num-
ber of iterations,n.

In IRN stimuli, Rh1(t) does not oscillate over time and
the IRN pitch strength is time invariant. To produce a match-
ing stimulus which allowed to match a percept of an oscil-
lating pitch strength, a square-wave modulated noise was
added to the IRN. The modulation period equaled the
Rh1(t) oscillation period and in informal listening experi-
ments, it was found that a duty cycle of 10% was suitable to
match pitch-strength oscillations in RPN test stimuli. Listen-
ers could adjust the level of the square-wave modulated
noise added to the IRN to allow a match to the percept of
Rh1(t) oscillations. The addition of modulated noise to IRN
stimuli at a significant level relative to the IRN level leads to
a periodic breakdown ofRh1(t) in the matching stimulus, as
is the case for the RPN test stimuli. The stronger the relative
level of the square-wave modulated noise, the stronger the
breakdown. Thus, the compound of IRN with a variable gain
and a square-wave modulated noise with a variable level
serves well to match the sensation of RPN test stimuli in
terms of pitch strength and pitch-strength oscillation, respec-
tively.

The stimulus duration was 1 s, and the presentation level
of the test stimuli was 65 dB SPL as calibrated with a B&K
4153 artificial ear. Stimuli were digitally generated on a per-
sonal computer and played back using a Soundblaster
PCI 128 soundcard into AKG K270 Studio headphones. The
sampling rate was 44.1 kHz. Sounds were presented dioti-
cally. Listeners were individually tested in a quiet room.

2. Procedure

Listeners made the adjustments on an animated com-
puter screen. By mouse clicks, they could listen to either the
test or the matching stimulus. By moving sliders with the
mouse, listeners could adjust the IRN gain and the
modulated-noise level. Listeners were asked to proceed by
first adjusting the IRN gain so that the test and matching
stimuli had equal pitch strength. In cases where listeners
heard an oscillation in the test stimulus which equaled the
Rh1(t) oscillation, they were asked to match the level of the
square-wave modulated noise so that the matching stimulus

appeared to have the same oscillation strength as the test
stimulus. Finally, listeners were asked to adjust the pitch
strength again in case the addition of the modulated noise
had affected pitch strength. Three adjustments were obtained
for each listener and test stimulus. The mean of these three
adjustments was used for further analysis.

To obtain the sensation level of the square-wave modu-
lated noise adjusted by the listeners, the adjusted level has to
be reduced by the threshold level with the specific IRN
masker for a specific listener and test stimulus. This was
done in a separate experiment~see experiment 2!.

3. Listeners

Six listeners aged between 23 and 34 years took part in
all experiments; one of them was the author. All but one of
the listeners had absolute thresholds at all audiometric fre-
quencies within 10 dB of the 1969 ANSI standard. One lis-
tener had a unilateral hearing loss of about 30 dB for test
frequencies above 2 kHz. Listeners had very little difficulty
with the matching paradigm, so training was confined to a
2-h period prior to data collection.

B. Results

Adjustment results for the matching IRN gain were
pooled across listeners; error bars represent across-listeners’
standard errors. Results are shown in Fig. 2. The pitch-
strength matches for RPN stimuli increase monotonically
with increasingn for all values ofd. For constant values ofn,
higher matching gains were obtained with increasingd. This
confirms the results of Wiegrebeet al. ~1998,2000!. The sen-
sation level of the square-wave modulated noise, as adjusted
by the listeners, is a measure of the extent to which the
Rh1(t) oscillations are audible in RPN stimuli. To obtain the
sensation level, the modulated-noise levels adjusted by the
listeners have to be reduced by the threshold of the modu-
lated noise masked by an IRN with the parameters as ad-
justed for a specific test stimulus in experiment 1. In experi-
ment 2, masked thresholds for the square-wave modulated
noise were measured in a two-alternative, forced-choice
paradigm.

FIG. 2. Pitch-strength matching of the RPN test stimuli
with IRN matching stimuli for test stimuli with differ-
ent values ofd ~different pitches, abscissa! and different
values ofn expressed by different bar styles. An in-
crease in IRN matching gain corresponds to an increase
in pitch strength for a specificd. For a specificd,
matches show that there is a strong increase in pitch
strength whenn is increased. The increase in matching
gain with increasingd for n equals 2~black bars! is
consistent with the results of Wiegrebeet al. ~1998!.
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III. EXPERMENT 2: MASKED THRESHOLDS FOR THE
SQUARE-WAVE MODULATED NOISE WITH
VARIOUS IRN MASKERS

A. Method

1. Stimuli

Stimulus duration and presentation level were the same
as in experiment 1. The signal was a square-wave modulated
noise with a 10% duty cycle and a modulation frequency
equal to theRh1(t) oscillation frequency of the correspond-
ing test stimulus in experiment 1. The masker was an IRN
stimulus with the samed as the corresponding RPN test
stimulus, a gain as adjusted in experiment 1 for the specific
test stimulus and listener and the same number of iterations.
Stimulus generation and presentation were identical to those
in experiment 1.

2. Procedure

Thresholds were measured in an adaptive two-
alternative, forced-choice paradigm with visual feedback.
The level of the modulated-noise signal was decreased after
three consecutive correct responses and increased after each
incorrect response, estimating the 79.4%-correct point on the
psychometric function. The step size of the level changes
was initially set to 10 dB and it was reduced to 3 dB after the
third reversal and to 2 dB after the fifth reversal. Eleven
reversals ~transitions from decreasing to increasing
modulated-noise level or vice versa! were obtained in one

experimental run and threshold was taken as the averages of
reversals 6 to 11. As these thresholds are compared to the
adjustment results of experiment 1, which have limited ac-
curacy due to the adjustment paradigm, only a single run was
obtained for each listener and each condition. Listeners were
the same as in experiment 1.

B. Results

The detection thresholds for a square-wave modulated
noise signal masked by an IRN with the parameters as set
individually in experiment 1 is plotted in Fig. 3. Note that
masked thresholds are rather invariant for different values of
n when d is constant. Masked thresholds decrease slightly
with increasingd. As pointed out above, the sensation level
of the square-wave modulated noise is a measure of the ex-
tent to which theRh1(t) oscillations are audible. The sensa-
tion levels of the square-wave modulated noise, calculated
by subtracting the individual, masked thresholds of experi-
ment 2 from the individual noise-level adjustments of experi-
ment 1, are plotted in Fig. 4. Again, data are pooled across
listeners; error bars represent standard errors. Whenn equals
2, modulated-noise sensation levels are near 0 dB indepen-
dent of d. With increasingn, the sensation level increased
monotonically for all values ofd. The modulated-noise sen-
sation level is a measure of the audibility of theRh1(t)
oscillations, because its modulation frequency is the same as
that of Rh1(t). The absolute oscillation period ofRh1(t) is

FIG. 3. Averaged detection thresholds for a square-
wave modulated noise signal masked by an IRN masker
with the parameters as set by the listeners in experiment
1. Error bars represent across-listeners’ standard errors.
No systematic changes in detection thresholds are
present whend is held constant. With increasingd, de-
tection thresholds improve slightly.

FIG. 4. Sensation level of the square-wave modulated
noise added to the IRN matching stimuli to match the
Rh1(t) oscillation strength of the RPN test stimuli.
Whenn equals 2, the sensation level is around zero, i.e.,
the oscillation in the test stimuli is inaudible. With in-
creasingn, however, the oscillation strength becomes
audible for all values ofd.
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determined byd, n, andx. In the current conditions,x always
equals n22. The current results show that whether the
Rh1(t) oscillation is audible or not does not depend on the
absolute oscillation period ofRh1(t) but on the relation be-
tweend and the oscillation period. If the oscillation period
equals 2 timesd ~n equals 2!, theRh1(t) oscillation is inau-
dible independent ofd and thus independent of the absolute
oscillation period. If the oscillation period is longer than 2
times d ~for n.2! the Rh1(t) oscillation becomes audible
and its perception becomes more pronounced with increasing
n.

IV. SIMULATIONS

A. Effects of pitch strength

Whenn equals 2~solid black bars!, the test stimuli are
identical to theAABB stimuli in experiment 2 of Wiegrebe
et al. ~1998!. The finding of Wiegrebeet al. ~1998! that the
matching IRN gain forAABB test stimuli increases with in-
creasingd is confirmed in experiment 1. Wiegrebeet al.
~2000! showed that this increase can be modeled with an
autocorrelation model based on the height of the first peak in
the summary autocorrelogram~SACG!. Here, the auditory
model used in Wiegrebeet al. ~2000! is tested with the RPN
stimuli with n.2. In short, the model of Wiegrebeet al.
~2000! consists of a broad bandpass filter simulating the
transfer function of the outer and middle ear. This filter is
followed by a gammatone filterbank and half-wave rectifica-
tion of the filter output. Each rectified output is subjected to
a long-term autocorrelation and the height of the first peak in
the summary autocorrelogram~autocorrelation functions are
summed up over all filter outputs! is taken as a measure for
the pitch strength of the stimulus. It was already pointed out
in Wiegrebeet al. ~2000! that the model could not handle
changes of pitch strength whend was changed. Thus, the
judgments of the model predictions are restricted to the ef-
fect of changingn ~and with itx! in the current RPN stimuli.
SACG peak heights are shown in the same format as the
experimental results~Fig. 2! in Fig. 5.

For RPN (1,n,x), the simulation results capture the gen-
eral trend in that SACG peak height increases with increas-
ing n as does the matching IRN gain in experiment 1. For
RPN(2,n,x), this increase is not found in the simulation re-

sults although the experimental data show a highly signifi-
cant increase in matching gain with increasingn.

The qualitatively correct simulations of pitch-strength
changes ford equals 1 are surprising at first sight because the
stimuli were designed so that the first peak in the waveform
autocorrelation (h1) is the same independent ofn. How does
an auditory model based on the height of the first peak in the
summary autocorrelogram capture the pitch-strength
changes? The basis for the model performance lies in the
interaction between cochlear filtering and the subsequent
nonlinearity associated with inner hair cell transduction.
When, with constantd and increasingn, theRh1(t) oscilla-
tions become slower, they are better preserved at the output
of the filterbank. The occurrence of the oscillations at the
filterbank output leads to an increase in SACG peak height
due to the subsequent nonlinearity.@See Wiegrebeet al.
~2000! for a more detailed explanation of the interaction be-
tween the filterbank and half-wave rectification.# With in-
creasingd, the Rh1(t) oscillation period increases further
and the pitch-strength effect associated with this cochlear
interaction saturates. This is the reason why a systematic
increase in pitch strength is not predicted for higher values of
d with a model based on the height of the first SACG peak.
Taken together, the failure of the model to predict changes in
pitch strength with increasingn for all d’s results from the
fact that the model only takes the first peak in the SACG as
a measure of pitch strength. With increasingn, however,
additional autocorrelation peaks appear at integer multiples
of d in the stimulus autocorrelation as well as in the SACG.
But, these higher-order peaks are not taken into account in a
model of pitch strength based only on the first peak in the
SACG. It has been shown by Yost~1999! that higher-order
autocorrelation peaks contribute to pitch strength. The occur-
rence of these higher-order peaks means that periodicity in
the stimulus extends more than just two adjacent periods.

Why this leads to a stronger pitch is more easily under-
stood in spectral terms: In low-frequency auditory filters,
where the integration time of the filter is much longer thand,
the filter can integrate over multiple periods which leads to a
more pronounced interference between the carrier frequency
of the filter and the periodicity in the stimulus. Across an

FIG. 5. Simulations of the RPN pitch-strength changes
with increasingn using the auditory model of Wiegrebe
et al. ~2000! and a pitch-strength measure based on the
height of the first peak in the summary autocorrelo-
gram. Although the model captures the pitch-strength
increases ford equals 1 ms, it fails to predict the highly
significant increases for higher values ofd.
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auditory filterbank, this leads to a more pronounced spectral
ripple in the low-frequency filters. The advantage of integrat-
ing over multiple periods is lost in an autocorrelation model
where pitch estimates are based only on the first peak in the
SACG. Interestingly, Meddis and O’Mard~1997! did not
exclusively use the first peak in the SACG but compared
Euclidean distances of SACGs derived from different
stimuli, i.e., model performance is based on the whole shape
of the SACG, not only on the height and position of the first
peak. This approach is used here by calculating the Euclid-
ean distances between each of the SACGs of the different
RPN stimuli and the SACG of a Gaussian noise. Euclidean
distances are plotted in Fig. 6 in the same format as the
pitch-strength matching results in Fig. 2. Euclidean distances
are in good qualitative agreement with the experimental re-
sults. For each value ofd, the SACG Euclidean distance
increases monotonically with increasingn. Thus, it appears
that a simulation statistic based on the Euclidean distances
provides a reasonable qualitative explanation for the changes
of pitch strength withn in RPN stimuli.

It is also possible to try a quantitative simulation of the
observedn-dependent pitch-strength changes. To this end,
SACGs were not only calculated for the RPN test stimuli but
also for a series of IRN matching stimuli with the samed,
gain values varying from230 to 0 dB in 2-dB steps and 16
iterations. Figure 7 shows simulated pitch-strength matches
obtained with matching stimuli with those IRN gains where
the SACGs reveal the smallest Euclidean distances to the
SACGs of the corresponding test stimuli. Although the simu-
lation captures the general pitch-strength effects, the simu-
lated matching gains do not fit the experimental data very
well. The reason for this discrepancy may lie in the differ-
ences of the SACG structure. Although both the test and the
matching stimuli have higher-order SACG peaks, the distri-
bution of peak heights is different. This is illustrated in Fig.
8, where SACGs are plotted for an RPN~1,5,3! test stimulus
and the IRN matching stimulus with the best-fitting gain of
220 dB. Currently, there is no evidence relating to what
kind of relative weighting higher-order SACG peaks contrib-

ute to pitch strength. A future SACG model will clearly need
refinement in this domain.

B. Effects of Rh1„t … oscillations

The simulations in the previous section were based on a
long-term autocorrelation of the spike-probability patterns at
the output of an auditory filterbank. With this approach, pe-
riodicity information is integrated over the whole stimulus
duration. This is clearly not what the auditory system does.
As mentioned in the Introduction, periodicity analysis has
been implemented as a running autocorrelation to account
for the fact that pitch is an ongoing perception and not apost
hoc analysis after a sound has finished. Potentially, RPN
stimuli can help to characterize time constants of pitch ex-
traction because, as shown in Fig. 1, a running autocorrela-
tion of the stimuli reveals that their pitch strength is sup-
posed to oscillate between that of Gaussian noise and that of

FIG. 6. Simulations of the RPN pitch-strength changes with increasingn
using the auditory model of Wiegrebeet al. ~2000! and a pitch-strength
measure based on Euclidean distances in the summary autocorrelogram.
With this measure, the model predicts changes in pitch strength with in-
creasingn reasonably well.

FIG. 7. Quantitative simulation of pitch-strength matches between RPN test
stimuli with a d of either 1 or 2 ms and various numbers of repetitions~n!
and IRN matching stimuli generated with the samed and 16 iterations.
Simulated matches are based on the minimal Euclidean distances between
the SACG of the test stimuli and the SACGs of IRN matching stimuli with
gain values ranging from230 to 0 dB in 2-dB steps.

FIG. 8. SACGs for an RPN~1,5,3! ~upper panel! and an IRN(1,g,16) with a
gain value,g, of 220 dB ~lower panel! which produces the minimal Euclid-
ean distance between the SACGs. This approach to simulate pitch-strength
matches between an RPN test stimulus and an IRN matching stimulus is
limited by the differences in the distribution of higher-order SACG peaks.
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a random-phase harmonic complex with a fundamental fre-
quency equal to 1/d. The current experiments show to which
extent these pitch-strength oscillations are audible. Is it pos-
sible to set the time constant of the running autocorrelation
long enough so that the SACG does not oscillate over time
whenever no oscillation is heard and short enough so that the
SACG oscillates whenever an oscillation is heard? Based on
the experimental results, the answer must be no for the fol-
lowing reason. The sensation level of theRh1(t) oscillation
for RPN~16,2,0! is 0 dB, whereas it is 13 dB for RPN~2,9,7!.
However, the two stimuli have the sameRh1(t) oscillation
period of 32 ms. It is not possible to design a running-
autocorrelation analysis with a single time constant that pre-
serves theRh1(t) oscillations of RPN~2,9,7! but does not
preserve the oscillations of RPN~16,2,0!. SACGs from a run-
ning autocorrelation with a time constant of either 10 or 50
ms are plotted as a function of time in the left and right
column of Fig. 9, respectively.

The effect of the time constant is the smoothing of the
running SACGs along the time axis. However, this smooth-
ing is independent of the correlation lag and thus either the
Rh1(t) oscillations of both RPNs are preserved~left col-
umn! or the oscillations of none of them~right column!.
These simulation results are in clear disagreement with the
experimental data, where a 32-msRh1(t) oscillation period

is audible in RPN~2,9,7! but inaudible in RPN~16,2,0!. To
reconcile an autocorrelation model with the current experi-
ments, one could imagine a time constant which is not fixed
but which increases with increasing autocorrelation lag. For
the following simulations, the time constant of the running
autocorrelation was 2.5 ms for correlation lags smaller than
1.25 ms and double the correlation lag for lags equal to or
higher than 1.25 ms. Simulation results are shown for
RPN~2,9,7! and RPN~16,2,0! in the left and right panel of
Fig. 10, respectively. With this modification, the running
SACGs match the sensation of the RPN stimuli in that the
SACG peak at a correlation lag of 2 ms oscillates with its
32-ms period for RPN~2,9,7!, but the SACG peak at the
16-ms correlation lag for RPN~16,2,0! is averaged over os-
cillation periods resulting in a time-invariant peak height.

V. DISCUSSION

The current experiments were designed to quantify time
constants of pitch processing. The results show that the tem-
poral window of pitch extraction cannot be described by a
single time constant as it is implemented in current models
of pitch perception, independent of whether they are based
on a spectral or temporal analysis of the cochlear output. The
current data strongly suggest that the temporal window of

FIG. 9. Running summary autocorrelograms as a function of time for RPN~2,9,7! ~upper row! and RPN~16,2,0! ~lower row! for time constants of the running
autocorrelation of 10 ms~left column! and 50 ms~right column!. A fixed time constant smoothes the running summary autocorrelogram independent of the
correlation lag. This leads to a smoothing of either none of the RPN oscillations in the running SACG~left column! or of both the RPN~16,2,0! and the
RPN~2,9,7! oscillations. Thus, simulations with both time constants are inconsistent with the experimental results.
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pitch extraction depends on the pitch itself, i.e., the minimal
integration time is longer for lower pitches. A computer
model of pitch perception based on a channel-wise autocor-
relation of the cochlear output can be modified to accommo-
date the pitch-dependent integration time by making the time
constant of the running autocorrelation a function of the cor-
relation lag. Qualitatively useful results were obtained with
the time constant being fixed at 2.5 ms for correlation lags
smaller than or equal to 1.25 ms, and the time constant being
2 times the correlation lag for correlation lags larger than
1.25 ms.

The temporal window which is characterized by these
time constants represents the minimal integration, i.e., it
should be interpreted as a measure for the temporal resolu-
tion of the pitch extraction mechanism. The time constants of
pitch extraction addressed in the current study are not suit-
able to describe long-term integration of pitch information as
it occurs for example in an fundamental-frequency (f 0) dis-
crimination task. Thus, it is important to try and separate
experiments designed to investigate temporal integration of
pitch information from those designed to address the tempo-
ral resolution of the pitch extraction mechanism.

A. Relationship to other investigations of the pitch of
complex tones

Plack and Carlyon~1995! showed that temporal integra-
tion of pitch is longer for spectrally unresolved harmonic
complex sounds than for resolved complexes. When trying to
relate these findings one has to note first that the paradigm of
Plack and Carlyon~1995! addresses long-term pitch integra-
tion, not the resolution of the pitch extraction mechanism.
Second, their results appear to be difficult to compare to the
present findings with RPN stimuli because in Plack and Car-
lyon ~1995!, stimuli were bandpass filtered, whereas the cur-
rent RPN experiments employed broadband stimulation. Pre-
vious experiments with RPN stimuli indicate that perception
of broadband RPN~16,2,0! is dominated by the spectrally
unresolved frequency region, whereas perception of
RPN~2,9,7! is dominated by resolved peaks. This can be con-
cluded because pitch-strength differences between RPN

(d,2,0) and rippled noise with the samed arise only when
the perception is dominated by unresolved spectral peaks
~Wiegrebeet al., 2000! and pitch-strength differences are
high when d equals 16 but very small whend equals 2
~Wiegrebeet al., 1998!. The current data show that integra-
tion of pitch is long for RPN~16,2,0!, which is a complex
dominated by unresolved spectral peaks, but short for
RPN~2,9,7!, which is dominated by resolved spectral peaks.
Thus, the current data are in line with those of Plack and
Carlyon ~1995!.

White and Plack~1998! investigated the sensitivity to
changes inf 0 of complex tones as a function of the tone
duration and as a function of the length of a temporal gap
between two short complex tones. When using complex
tones which included spectrally resolved harmonics, White
and Plack~1998! found that integration of pitch information
depended onf 0: In an f 0 discrimination task, listeners
needed longer stimulus durations to achieve asymptotic per-
formance for a referencef 0 of 62.5 Hz than for a reference
f 0 of 250 Hz. Although these data are not directly compa-
rable to the current data as they address long-term integra-
tion, not temporal resolution, they follow the same trends in
that there are longer processing times involved for low
pitches than for high pitches.

The concept of a flexible third integration stage is sup-
ported by results of Plack and White~2000a!, who suggest
that there is no fixed long pitch integration time but that
integration is reset dynamically when a discontinuity is per-
ceived in an ongoing stimulus. This resetting mechanism is
likely to be implemented in higher-order processing stages of
the auditory system.

Plack and White~2000b! investigated the critical fea-
tures of a discontinuity so that it resets pitch integration.
While the integration mechanism is reset by a temporal gap
in an unresolved harmonic complex, impairment is much less
when the gap is filled with noise of the same spectrum level
and shape as the complex. This stimulation with two bursts
of harmonic complexes separated by noise is very similar to
the structure of RPN stimuli. RPN stimuli can be viewed as

FIG. 10. Running summary autocorrelograms as a function of time for RPN~2,9,7! ~left! and RPN~16,2,0! ~right! calculated with a time constant that was fixed
at 2.5 ms for correlation lags equal to or smaller than 1.25 ms. For longer correlation lags, the time constant is always 2 times the correlation lag. With these
lag-dependent integration time constants, oscillations in the running SACG are in agreement with the experimental results.
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periodically switching between a random-phase harmonic
complex and white noise. However, due to the fact that a
different sample of Gaussian noise defines each of the
random-phase complex portions, there is a phase discontinu-
ity associated with each disruption of the complex. Plack and
White ~2000b! pointed out that the auditory system remains
sensitive to phase discontinuity even across a temporal gap if
this gap is filled with noise. Based on these data, it can be
hypothesized that pitch strength of RPN stimuli is supposed
to increase when, with the same values ofd, n, andx, each
sequence of periodic noise is generated from the same
sample, i.e., an RPN of the structureAAABCAAADEAAA,...,
should produce a stronger pitch thanAAABCDDDEFGGG,
... . This hypothesis remains to be tested.

Carlyon ~1996! and Micheyl and Carlyon~1998! de-
signed anf 0 discrimination paradigm which contains ele-
ments of both temporal resolution and integration of pitch
information. They asked listeners to detect anf 0 difference
between two harmonic complexes~‘‘target complexes’’!
when both the complexes are bracketed by additional har-
monic complexes~‘‘temporal fringes’’! which had the same
f 0 in both observation intervals. When thef 0 of the fringes
were similar to the nominal targetf 0, listeners’f 0 discrimi-
nation thresholds were impaired by the presentation of the
fringes when the stimuli were filtered to contain resolved
harmonics. In the spectrally unresolved range,f 0 discrimi-
nation was impaired independent of the relation between
target- and fringef 0. Presumably the best processing strat-
egy to solve this task would be accurate temporal resolution
to dissociate target complexes from the fringes and long-
term integration during the perception of the targets to im-
prove thef 0 estimate. As both long-term integration~Plack
and White, 1998! and temporal resolution~current study! of
the pitch extraction mechanism depend onf 0, one would
expect to see an effect off 0. The prediction would be that
when thef 0s of target complexes and fringes are low~88
Hz!, fringes would impairf 0 discrimination of the target
complexes more than when thef 0s of the target complexes
and fringes are high~250 Hz!. However, the experimental
data of Micheyl and Carlyon~1998! show strong impairment
for both low and high nominalf 0s. An interesting test of the
f 0 dependence of pitch integration and resolution would be
to vary the temporal separation between targets and fringes
and to investigate if there is a systematic effect of nominal
f 0 on the degree of impairment as a function of temporal
separation. But this experiment remains to be done.

Carlyonet al. ~2000! investigated the sensitivity to fre-
quency modulation as a function of modulation rate for har-
monic complexes with differentf 0s and filtered into differ-
ent frequency regions. This experimental task probes the
temporal resolution of the pitch extraction mechanism, and
long-term pitch integration is not beneficial. When the com-
plexes were filtered to contain resolved harmonics, threshold
frequency-modulation depth increased with increasing
modulation rate. This increase represents a low-pass charac-
teristic in our ability to follow dynamic changes inf 0. Based
on the mean data of Carlyonet al. ~2000!, the low-pass char-
acteristic appears to have a lower cutoff for a carrierf 0 of 88
Hz than for a carrierf 0 of 250 Hz. This is consistent with

the current findings. However, this carrierf 0-dependent dif-
ference was not observed when the complexes contained un-
resolved harmonics only.

B. Implications for the modeling of pitch perception

In Plack and White~2000a,b!, listeners were asked to
discriminate f 0s between two short, unresolved harmonic
complexes where one of them~the test stimulus! included a
phase discontinuity and/or a temporal gap. This work shows
that although listeners perceive the stimulus as being discon-
tinuous, they are nevertheless able to integrate pitch informa-
tion across this discontinuity. When trying to produce an
auditory representation of these stimuli in a computer model,
one is faced with the paradox to set the integration time short
enough so that the discontinuity is not smoothed out~be-
cause it is audible! but long enough to work across the dis-
continuity if the temporal gap is filled with noise~because
pitch is integrated across this noise gap!. The current simu-
lations of the RPN sensation reveal the same problem. On
one hand, a long-term average over the stimuli provides a
good estimate for the pitch-strength differences across differ-
ent RPNs. The audibility of pitch-strength oscillations, on
the other hand, implies generally shorter and pitch-variant
integration times.

Based on the current results, those of Wiegrebeet al.
~1998,2000! and considering the extensive work of Plack and
White ~2000a,b! and White and Plack~1998!, the following
can be hypothesized: The pitch-processing properties of our
auditory system appear to be consistent with a model includ-
ing several integration stages where the first two integration
stages are hard wired and represent limits in terms of the
temporal resolution of the pitch extraction mechanism and
the third integration stage is flexible and determines long-
term pitch integration. The first stage is the frequency-
dependent integration of the cochlear filters; the second stage
is the pitch-dependent integration in the temporal window of
a periodicity extractor. The third integration stage is a central
neural integrator which determines long-term pitch integra-
tion. The nature of this third stage appears to be very differ-
ent from that of the first two integration stages because the
third stage is not hard wired, it can be reset~Plack and
White, 2000a,b!, and it is recruited only in an experimental
or environmental context where its influence is beneficial.
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The auditory backward recognition masking~ABRM! and intensity discrimination~ID! thresholds
of children with a specific language impairment and poor reading~SLI-poor readers!, children with
an SLI and average reading~SLI-average readers!, children with a specific reading disability and
average spoken language skills~SRD-average language!, and children with normal spoken and
written language~controls! were estimated with ‘‘child-friendly’’ psychophysical tasks. The pattern
of ABRM and ID scores suggests that a subset of children with concomitant oral language and
reading impairments has poor ABRM thresholds, and that a subgroup of children with an SLI or
SRD has poorer ID thresholds than controls. The latter result warns against using rapid auditory
processing tasks that do not actively control for auditory discrimination ability. Further, some
unusually poor ABRM scores and ID scores question the validity of extreme scores produced by
children on psychophysical tasks. Finally, the poor oral language scores of many of the children who
had impaired reading highlight the need to test the oral language skills of SRD samples to ascertain
how homogeneous and specifically disabled they really are. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1338559#

PACS numbers: 43.66.Dc, 43.66.Fe, 43.66.Mk@DWG#

I. INTRODUCTION

Specific language impairment~SLI! is a failure in nor-
mal oral language development despite at least average in-
telligence, no known hearing, physical, or emotional prob-
lems, and an adequate learning environment~Bishop, 1992!.
Specific reading disability~SRD! is a failure in normal read-
ing development despite at least average intelligence, intact
peripheral perceptual abilities, no known neurological,
physical, emotional, or social problems, and an adequate op-
portunity to learn to read~Vellutino, 1979!. Although there is
growing recognition that many children have deficits in both
oral language and reading~Anderson et al., 1993; Catts,
1993; McArthuret al., 2000a!, these conditions have tradi-
tionally been regarded as discrete disorders. This being the
case, it is intriguing that both conditions have been postu-
lated to stem from exactly the same deficit: an impaired abil-
ity to process rapidly presented sounds.

What evidence exists for this claim? The rapid auditory
processing abilities of children with an SLI have been tested
with a number of psychophysical tasks that present rapid
nonverbal auditory information. These include tasks that re-
quire listeners to identify the order of pairs of high- and
low-frequency tones presented in rapid succession~the rapid
perception test; Ludlowet al., 1983; Tallal, 1976; Tallal and
Piercy, 1973a, 1973b; Tallalet al., 1981!; judge whether two
rapidly presented tones are the same pitch~the same–

different discrimination task; Tallal and Piercy, 1973a!; re-
spond as quickly as possible to target tones presented among
rapidly presented standard tones~an auditory choice reaction
time task; Nevilleet al., 1993!; track the location of rapidly
presented clicks through space~an auditory tracking task;
Visto et al., 1996!; detect the presence of a tone followed by
a backward mask~an auditory backward detection masking
task;1 Wright et al., 1997!; and detect a brief gap in a sound
burst ~a gap detection task; Ludlowet al., 1983!. In each
case, the mean performance of the SLI group was found to
be significantly lower than that of a group of control chil-
dren.

The rapid auditory processing abilities of children with
an SRD have been tested on a similar variety of nonverbal
auditory psychophysical tasks. Again, these include the rapid
perception test~Farmer and Klein, 1993; Heathet al., 1999;
Ludlow et al., 1983; Reed, 1989; Tallal, 1980; Tallal and
Stark, 1982!, the same–different discrimination test~Tallal,
1980!, an auditory choice reaction time task~Fawcettet al.,
1993; Nicolson and Fawcett, 1994!, and gap detection tasks
~Farmer and Klein, 1993; McCroskey and Kidder, 1980!.
And again, each of these experiments reports that children
with an SRD perform poorly relative to control children.

Almost all these experiments tend to present only group
statistics, creating the impression that all children with an
SLI or SRD have impaired rapid auditory processing. The
exceptions are Tallal~1980! and Heathet al. ~1999! who
report that only a subgroup of their SRD participants per-a!Electronic mail: genevieve.mcarthur@psy.ox.ac.uk
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formed poorly on the rapid perception test; and Nevilleet al.
~1993! and Ludlowet al. ~1983!, who note that only a sub-
group of their children with an SLI performed poorly on an
auditory choice reaction time task and gap detection task,
respectively. Further, some experiments have failed to find a
significant difference between the auditory processing skills
of control and SLI or SRD groups~Bishop et al., 1999;
Rosen, 1999; Helzeret al., 1996!. These findings suggest
that not all children with an SLI or SRD have impaired rapid
auditory processing, and prompted the first question asked by
this research: Do all children with an SLI or SRD have a
rapid auditory processing deficit?

The second question concerns auditory discrimination
ability, defined here as the ability to detect the difference
between sounds that differ along a single dimension such as
frequency, intensity, or duration. Specifically, are children
with an SLI or SRD as able to discriminate between un-
masked tones that differ in intensity as control children? This
question merits attention because poor performance on rapid
auditory processing tasks may stem from poor auditory dis-
crimination abilities rather than an inability to process rap-
idly presented sounds~Heath et al., 1999; Reed, 1989;
Studdert-Kennedy and Mody, 1995!. This has serious impli-
cations for many previous studies that have tested children
with an SLI or SRD on rapid auditory processing tasks that
do not control for differences between participants in audi-
tory discrimination: It is not clear whether the poor scores of
these children stem from impaired rapid auditory processing,
poor auditory discrimination, or a combination of the two.
This may be a real concern as adults with an SRD have been
found to have poor auditory discrimination for frequency
relative to adults with normal reading~McAnally and Stein,
1996!, although it should be noted that the results of Hill
et al. ~1999! do not support this finding.

A promising means to answering both of these questions
is a ‘‘child-friendly’’ version of an auditory backward rec-
ognition masking~ABRM! task developed by Massaro and
Burke ~1991!. This task assesses rate of auditory perceptual
processing in the context of Massaro’s auditory processing
model ~Massaro, 1970a, 1970b, 1972, 1973, 1977, 1984;
Kallman and Massaro, 1983!. This model postulates that au-
ditory information is processed through a number of stages.
The first is a preperceptual auditory store that holds unproc-
essed nonverbal and verbal sounds. Rate of auditory percep-
tual processing can be defined as the rate at which the basic
features of these sounds are read out, or perceptually pro-
cessed, from the preperceptual auditory store~Massaro,
1972; Kallman and Massaro, 1983!.

ABRM tasks are typically composed of a test tone, a
variable silent interstimulus interval~ISI!, and a masking
sound that is the same intensity as the test tone~Massaro,
1972!. The listener’s task is to ignore the masking sound and
report a feature of the test tone, such as its pitch~high or
low! or loudness~loud or soft!. Numerous experiments~e.g.,
Kallman and Massaro, 1983; Marchet al., 1999; Massaro
and Burke, 1991; Newman and Spitzer, 1983! have estab-
lished that the recognition of the test tone’s features im-
proves with increases in ISI up to 250 ms, where perfor-
mance reaches asymptote~Massaro, 1972, 1975; March

et al., 1999!. Impaired test-tone recognition at ISIs less than
250 ms is thought to occur because the masking sound inter-
rupts the processing of the test tone by replacing its features
in the preperceptual auditory store~Kallman and Massaro,
1979, 1983; Massaro and Burke, 1991!. Thus, the longer the
ISI, the more perceptual processing carried out on the test
tone before the arrival of the mask, and the better test-tone
recognition. Further, the faster the rate of auditory perceptual
processing, the shorter the ISI needed to read out enough
features of the test tone to recognize it. For this reason, per-
formance on ABRM tasks can be taken to reflect rate of
auditory perceptual processing.

Massaro and Burke’s~1991! ABRM task is appealing
for two reasons. First, unlike many tasks that have been used
to assess rapid auditory processing in children with an SLI or
SRD, it actively controls for auditory discrimination ability
by ensuring that each listener can discriminate between the
test tones equally well when they are not masked. This in-
volves administering a simple intensity discrimination~ID!
task that adjusts the intensity of a test tone to the point where
a listener can detect the difference between it and a standard
tone 100 percent of the time; and then an ABRM task that
adds a backward-masking sound to the same standard and
test tones. Second, Massaro and Burke’s~1991! procedure
produces an intensity discrimination score for each partici-
pant. These scores can be used to address the question of
whether children with an SLI or SRD are as able as control
children at discriminating between unmasked tones that dif-
fer in intensity.

To summarize, this experiment was designed to answer
two questions. First, do all children with an SLI or SRD have
poor ABRM thresholds? And second, are children with an
SLI or SRD as able to discriminate between unmasked tones
that differ in intensity as control children? These questions
were addressed by testing SLI-poor readers, SLI-average
readers, children with an SRD and average spoken language,
and control children on a child-friendly version of Massaro
and Burke’s~1991! procedure. To anticipate the results, a
subgroup of children with both a language impairment and a
reading disability had poor ABRM thresholds, and sub-
groups of children with an SLI and children with an SRD
had poorer intensity discrimination for unmasked tones than
control children.

II. METHOD

A. Listeners

Four groups of children were recruited for the experi-
ment: SLI-poor readers, SLI-average readers, children with
an SRD with average spoken language skills~SRD-average
language group!, and control children. The characteristics of
these groups are presented in Table I.

All children had~1! a performance IQ of at least 85 on
the Wechsler Intelligence Scale for Children—Third Edition
~WISC-III; The Psychological Corporation, 1991!; ~2! no re-
ported peripheral sensory, neurological, physical, social, or
emotional problems;~3! absolute thresholds~50 percent! be-
low 11 dB HL for a 1000-Hz tone in both ears; and~4! had
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adequate opportunity to acquire spoken and written language
skills.

The SLI-poor readers and SLI-average readers were re-
cruited from government language development centers and
mainstream schools in the Perth~Western Australia! metro-
politan area, and had total language standard scores less than
85 on the Clinical Evaluation of Language Fundamentals—
Revised~CELF-R; Semmelet al., 1987!. The SLI-poor read-
ers had standardized reading accuracy subtest~form 1! scores
on the Neale Analysis of Reading Ability—Revised
~NARA-R; Neale, 1988! worse than20.63. The SLI-average
readers had standardized reading scores better than20.47.

The SRD-average language and control groups were re-
cruited from mainstream primary schools. The SRD-average
language children had standardized reading accuracy scores
worse than20.88. Control children were reading at a level
close to that expected for their age. Both groups had total
language standard scores of at least 85 on the CELF-R.

B. Materials

Receptive and expressive language were assessed with
subtests from the CELF-R. The CELF-R has norms for
American children aged from 5 years 0 months to 16 years
11 months. This test produces standardized receptive lan-
guage, expressive language, and total language scores. Read-
ing was assessed with the accuracy subtest of the NARA-R,
which is a standardized reading test composed of three sub-
tests~accuracy, comprehension, rate! with norms for Austra-
lian children aged between 6 years 0 months and 11 years 11

months. The accuracy subtest~form 1! measures how accu-
rately a child identifies words in story passages. Performance
IQ was assessed with the performance IQ subscales of the
WISC-III. These scales have norms for Australian children
aged from 6 years 0 months to 16 years 11 months.

A background questionnaire was used to obtain informa-
tion about pregnancy, the birth, and infancy of the child; the
child’s medical background~illnesses, operations, medical
conditions, vision, audition, language!; the child’s preschool
and school years~schools attended, reading ability, spelling
ability, mathematical ability, behavior, psychological assess-
ment!; and the child’s family background.

C. Stimuli and procedures

Children were screened for their receptive language, ex-
pressive language, reading, and performance IQ in a quiet
room at their school during school hours. If the child fulfilled
the appropriate criteria, a background questionnaire was sent
to their parents or guardians. If responses indicated that the
child continued to meet criteria, the child was invited to the
university to complete the auditory assessment.

The auditory assessment was modeled on the procedure
developed by Massaro and Burke~1991!, and comprised two
tasks. The auditory intensity discrimination~ID! task pre-
sented brief standard and test tones, and adjusted the inten-
sity of the test tone to the point where the participant could
detect an intensity difference between it and the standard
tone 75 percent of the time. The ABRM task presented the
same standard and test tones~with the exception that the

TABLE I. SLI-poor readers, SLI-average readers, SRD-average language, and control groups.

Variable Statistics
SLI-poor
readers

SLI-average
readers

SRD-average
language

Control
children

Group
comparisons

N 28 14 6 15
Age Range~years;months! 7;0–9;10 7;3–8;9 8;4–9;6 7;7–8;9 H(3)56.97

Mdn 8;6 8;0 8;2 8;3 p50.07a

Mean 8;6 7;11 8;4 8;3
s.d. ~months! 9.54 5.42 8.68 3.73

Performance IQ Range 87–126 87–130 89–116 90–123H(3)53.77
Mdn 99.50 102.00 106.50 113.00 p50.29a

Mean 103.14 105.43 104.67 109.93
s.d. 10.49 14.00 9.93 10.94

Receptive Range 65–91 67–103 87–107 89–122U53.00
Language Mdn 76.00 71.00 98.00 99.00 p,0.001b

Mean 77.19 76.07 98.33 100.2 U510.50
s.d. 8.14 10.23 7.23 8.60 p,0.001c

Expressive Range 50–80 54–76 80–101 82–115U50.00
Language Mdn 67.00 64.00 86.00 101.00 p,0.001b

Mean 67.63 64.57 87.17 97.67 U50.00
s.d. 9.37 6.06 7.49 10.62 p,0.001c

Total Language Range 55–83 61–84 86–100 86–114U50.00
Mdn 66.69 66.00 91.50 101.00 p,0.001b

Mean 70.63 68.64 92.33 98.67 U50.00
s.d. 8.14 7.03 5.54 8.91 p,0.001c

ReadingZ Score Range 21.75–0.64 20.44–0.61 21.23–0.88 0.18–1.89U50.00
Mdn 21.28 0.00 21.02 0.88 p,0.001b

Mean 21.28 0.09 21.03 1.02 U50.00
s.d. 0.32 0.35 0.12 0.62 p,0.001d

aFour groups compared.
bSLI-poor readers compared to controls.
cSLI-average readers compared to controls.
dSRD-average language group compared to controls.
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latter was set 3 dB SPL below the ID threshold score! plus a
backward-masking sound that followed the test tone after a
variable silent ISI. The length of the silent ISI was adjusted
to the point where the subject could identify the group with
the less intense test tone 75 percent of the time. The length of
the ISI at threshold was taken to reflect the amount of time
needed to read sufficient tonal information out of the preper-
ceptual store: The higher the ISI threshold needed to identify
the correct test tone, the slower the rate of auditory percep-
tual processing.

1. The intensity discrimination task

The 20 practice and 100 experimental trials of the ID
task were composed of two pairs of sequential tones~pair 1
and pair 2!. These two pairs were separated by a 1000-ms
silent interval. Each pair contained a standard tone and a test
tone separated by 500 ms. All tones had a frequency of 1000
Hz, 5-ms onset and offset linear ramps, and a duration of 30
ms ~including the 5-ms onset and offset ramps; see Fig. 1!.

The intensity of the standard tones in both pairs, and the
test tone in one pair, was 63 dB SPL. The intensity of the
remaining test tone was lower than the standard tones, and
was adjusted between trials. After each trial, the listener used
one of two marked keys on a keyboard to indicate, in their
own time, which pair~1 or 2! contained the less intense test
tone. Listeners received feedback after each response: If they
were correct, the word ‘‘right’’ was presented on the screen
and the listener heard an ‘‘explosion;’’ if they were incorrect,
the word ‘‘wrong’’ was presented on the screen and the lis-
tener heard a low-pitched frog ‘‘riddup.’’

The 20 ID practice trials were presented through speak-
ers. The intensity of the less intense test tone increased from
42 to 47 to 54 to 60 dB SPL for five successive trials, re-
spectively. The progression from easy to difficult trials~i.e.,

from a large intensity difference between the standard and
test tone to a small difference! made the task easier to ex-
plain and to learn. The listeners were trained on the practice
trials until they responded correctly on at least 80 percent of
‘‘easy’’ ~42- and 47-dB SPL! trials.

The 100 ID experimental trials were presented diotically
through headphones, divided into four blocks of 25 trials.
The listener was given a short break between each block,
during which they were given feedback about their perfor-
mance and were encouraged to concentrate. Over the 100
trials, a parameter estimation by sequential tracking~PEST!
procedure~Taylor and Creelman, 1967! used a target level of
0.75 and Wald deviation limit of 1.0 to adjust the intensity of
the test tone to the level where the listener identified the
correct pair 75 percent of the time. The threshold value was
the mean intensity of the less intense test tone after the fourth
reversal in response adjustment. After the final trial, a graph
of the listener’s performance over the 100 ID task trials was
presented on the computer monitor. Stable performance after
the fourth reversal in response adjustment was taken to indi-
cate the listener understood the task and had concentrated
consistently over the 100 trials.

2. The ABRM task

The ABRM task comprised 20 practice and 100 experi-
mental trials. All ABRM trials were composed of two groups
of tones, each including three tones: the standard and test
tones used in the ID task, followed by a masking sound after
a silent variable ISI. The mask was an approximation2 of a
200-ms, 1000-Hz sawtooth wave with a sharp~0 ms! onset.
The intensity of the standard and masking tones in both
groups was 63 dB SPL. The intensity of one of the test tones
was also 63 dB SPL. The intensity of the remaining test tone
was fixed 3 dB SPL below the observer’s ID threshold score.
The length of the silent ISI between the test tone and the
masking sound in each group was varied between trials, with
a floor value of 10 ms to eliminate cues present at very brief
ISIs ~see Fig. 2!.

The 20 practice ABRM trials were presented through
speakers. The first five trials used an ISI between the test and
masking tone of 500 ms, the next 250 ms, the next 125 ms,
and the last 50 ms. Listeners were instructed to ignore the
third sound~mask! and indicate which group~1 or 2! con-
tained the less intense test tone. Listeners responded with the
same response keys as the ID task and received the same
type of feedback. Again, listeners were trained on the prac-
tice trials until the listener responded correctly on 80 percent
of easy~500- and 250-ms! trials.

The 100 experimental ABRM trials were presented di-
otically through headphones. Again, listeners were given a
rest after each block of 25 trials to maximize their concen-
tration. The PEST procedure was used to adjust the length of
the silent ISI between the test tone and masking sound to the
point where the listener was able to identify the group with
the less intense test tone 75 percent of the time. A graph of
the listener’s performance over the 100 trials was presented
on the computer monitor after the last trial. Again, stable
performance after the fourth reversal in response adjustment

FIG. 1. Parameters of the ID task. The correct response~i.e., the tone pair
that contained the softer test tone! for this example of a trial is pair 1.
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was taken to indicate that the listener understood the task and
had concentrated consistently over the 100 trials.

III. RESULTS

A. Auditory backward recognition masking scores

ABRM scores were the mean length of the ISI separat-
ing the test tone from the masking sound after the first four
reversals in response adjustment. An alpha level of 0.05 was
used for all tests of statistical significance. The ABRM
scores of the SLI-poor readers, SLI-average readers, SRD-
average language group, and control group are illustrated in
Fig. 3.

The ABRM scores of two SLI-poor readers, one SLI-
average reader, and one SRD-average language child were
not included because they were produced by unstable perfor-
mance over the 100 ABRM trials. The scores of nine SLI-
poor readers~621.0, 641.6, 681.0, 779.0, 805.4, 823.0,
1265.5, 1449.8, and 1527.0 ms!, two SLI-average readers
~1529.9 and 2246.0 ms!, one SRD-average language child
~836.9 ms!, and two control children~832.9 and 1015.2 ms!
were removed because they were too high~i.e., were greater
than 600 ms! to be valid ABRM scores. Specifically, these
scores suggest that the mask continued to interrupt the per-
ceptual processing of the test tones from the preperceptual
auditory store 620 to 2250 ms after the test tones’ offset.
However, the features of the test tones would no longer be
available in this store after this period of time. Granted, the
exact length of the preperceptual auditory store has yet to be
established, and estimates vary between psychophysical
tasks~Cowan, 1984; Raab, 1963!, but even the most gener-
ous estimates~500 ms in some integration tasks; Cowan,
1984! fall short of the scores~620 to 2250 ms! produced by
some of the children in this experiment. Further, Massaro
and Burke’s~1991! finding that the performance of young
children, tested with the same tones as the present experi-

ment, reached asymptote at 580 ms, paired with Newman
and Spitzer’s~1983! finding that elderly listeners with a slow
rate of auditory perceptual processing reached asymptote on
a similar task at ISIs between 360 and 440 ms, suggest that a
valid ABRM score for even the slowest perceptual processor
should not exceed approximately 600 ms.

The mean and median valid ABRM scores of the SLI-
poor readers~see Fig. 3! were considerably higher than those
of the control group~note that the valid ABRM score@521
ms# of one control child was removed as an outlier as it fell
more than 3 standard deviations above the mean valid
ABRM score of the control group!. A Mann-Whitney test
indicated that the difference between the median ABRM
scores of the two groups was statistically significant@U
557, n(small)512, n(big)517, p50.04]. The stem-and-
leaf plots indicated that this was the product of a subgroup of
seven SLI-poor readers~41.18 percent! who had poor
ABRM scores relative to the remaining 10 SLI-poor readers,
whose ABRM scores were similar to control children. The
ABRM scores of the SLI-poor readers were not significantly
correlated with any of the other measures in the test battery.

The stem-and-leaf plots also showed that the SLI-
average readers had ABRM scores similar to the control chil-
dren, and a Mann-Whitney test indicated that the difference
between the median ABRM scores of the two groups was not
statistically significant @U542, n(small)511, n(big)
512, p50.15].

The four children in the SRD-average language group
with valid ABRM thresholds had similar scores to the con-
trol children. The mean and median ABRM scores of the
SRD-average language group were slightly higher than the
control group. However, a Mann-Whitney test indicated that
the difference between the median ABRM scores of the
SRD-average language and control groups was not statisti-

FIG. 2. Parameters of the ABRM task. The correct response~i.e., the tone
pair that contained the softer test tone! for this example of a trial is group 1.

FIG. 3. Stem-and-leaf plots of ABRM scores~rounded to the nearest 1 ms!
produced by SLI-poor readers, SLI-average readers, SRD-average language,
and control groups. Numbers in the left-hand columns are the ‘‘stems.’’
These are paired with each number to the right~the ‘‘leaves’’! to represent
a single score. For example, the stem 3 is paired with the leaf 17 to represent
317 ms~see Tukey@1977# for a more detailed explanation of stem-and-leaf
plots!. Brackets indicate the stem category that contains the group median.
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cally significant @U516, n(small)54, n(big)512, p
50.38].

B. Intensity discrimination scores

ID scores were the mean intensity of the softer test tone
after the first four reversals in response adjustment. The ID
scores of the four groups of children are illustrated in Fig. 4.
A Kruskal-Wallis test was used to compare the median ID
scores of the four groups.

The difference between the median ID scores of the four
groups was statistically significant@H(3)516.86, p
,0.001]. Post hocMann-Whitney tests showed that there
was no statistical difference between the median ID scores of
the SLI-poor readers, SLI-average readers, and SRD-average
language group. However, the median ID score of each of
these groups differed significantly from that of the control
group @SLI-poor readers:U560, n(small)515, n(big)
528, p,0.001; SLI-average readers:U536.5, n(small)
514, n(big)515, p,0.00; SRD-average language group:
U510,n(small)56, n(big)515, p,0.01]. The stem-and-
leaf plots indicated that these significant group differences
were the product of only a subgroup of children in each
group: 13 SLI-poor readers~46.43 percent!, five SLI-average
readers~35.71 percent!, and two children from the SRD-
average language group~33.33 percent! had poorer ID scores
than the poorest ID score in the control group. The remaining
children had ID scores similar to control children.

It should be noted that some SLI children had particu-
larly low ID scores despite their normal hearing. These
scores may be a concern for two reasons:~1! they could be

taken to suggest poor attention or poor task understanding,
and ~2! they could confound ABRM scores by making the
ABRM task artificially easy because the intensity difference
used in the task was above true threshold. In fact, these con-
cerns are allayed somewhat by three observations. Regarding
~1!, the stable performance of the listeners in the ID task
after the first four reversals in response adjustment suggested
that each child had a consistent level of attention and under-
standing throughout the task. Further, these task-related fac-
tors should produce poor scores on both the ID and ABRM
tasks. However, the correlation coefficient between these two
sets of scores was very small (r 520.10, p50.49 for all
children combined;r 520.22, p50.13 when invalid ex-
treme ABRM scores were included in the analysis!. Regard-
ing ~2!, the small correlation coefficient indicates that poor
ID scores were not necessarily associated with good ABRM
scores. Thus, children with poor ID scores did not necessar-
ily demonstrate an ABRM advantage. Thus, the poor ID
scores produced by a subgroup of the children were puz-
zling, but there was no objective reason to remove them or
their corresponding ABRM scores from the analysis. In fact,
removing the ABRM scores of the listeners who had worse
ID thresholds than the children in Massaro and Burke’s study
~i.e., lower than 51 dB SPL! made very little difference to
the results: There was still a large proportion of SLI-poor
readers~38 per cent! with poor ABRM thresholds relative to
the remaining 10 SLI-poor readers and control children.
And, there was still no statistically significant difference be-
tween the ABRM thresholds of the control group and the
SLI-average readers@U542, n(small)510, n(big)512,
p50.25] and SRD-average language groups~no change in
statistics!.

IV. DISCUSSION

The first question asked by this research was whether all
children with an SLI or SRD have poor ABRM thresholds.
The results of this experiment suggest not. Only a subgroup
of children with both an oral language impairmentand a
reading disability~41.18 percent! exhibited poorer ABRM
threshold scores. It is unclear what differentiated this sub-
group from the SLI-poor readers who had normal ABRM
scores. At this point, it should suffice to conclude that chil-
dren with poor valid ABRM thresholds have concomitant
oral language and reading impairments. However, not all
children with concomitant oral language and reading impair-
ments have poor ABRM thresholds.

This finding is inconsistent with previous experiments
whose group data suggest that all children with an SLI or
SRD have elevated thresholds. However, it is consistent with
Tallal ~1980!, Heathet al. ~1999!, Ludlow et al. ~1983!, and
Neville et al. ~1993! who found that only a subgroup of their
children with an SLI or SRD performed poorly on a rapid
auditory processing task. Further, finding that this subgroup
was characterized by poor oral languageandpoor reading is
consistent with Heathet al. ~1999!, who found that only chil-
dren with an SRD with poorer oral language ability per-
formed poorly on a modified version of the rapid perception
test. It is also consistent with Tallal and Piercy~1973a,
1973b! and Tallal~1976! who found poor scores in a group

FIG. 4. Stem-and-leaf plots of ID scores, rounded to the nearest 0.1 dB SPL,
produced by SLI-poor readers, SLI-average readers, SRD-average language
group, and control children. Numbers in the left-hand columns are the
stems. These are paired with each number to the right~the leaves! to repre-
sent a single score. For example, the stem 47 is paired with the leaf 3 to
represent 47.3 dB SPL~see Tukey@1977# for a more detailed explanation of
stem-and-leaf plots!. Brackets indicate the stem category that contains the
group median.
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of children with an SLI, the majority of whom were reading
at least 1 year below the level expected for their age; and
with Ludlow et al. ~1983! and Nevilleet al. ~1993!, whose
subgroups of children with an SLI with impaired perfor-
mance had poor reading skills. The results of these studies
and the present experiment highlight the importance of re-
porting the data of individuals rather than group summary
statistics.

This finding also offers an explanation for why children
with an SLI and children with an SRD have demonstrated
poor psychophysical scores in previous experiments. Be-
cause the SLI experiments did not consider the reading abili-
ties of their children, and the SRD experiments did not
screen for oral language~with the exception of Heathet al.,
1999!, both sets of experiments may have inadvertently re-
cruited children with concomitant oral language and reading
problems, a subgroup of whom had a slow rate of auditory
perceptual processing. It is possible that these experiments
recruited enough children from this subgroup to find a statis-
tical difference between the average scores of a control and
SLI or SRD group. It follows that there may be experiments
that did not recruit enough children from this subgroup to
find a statistical difference between a control and SLI or
SRD group, and consequently have not been published~the
file-drawer problem!.

This finding may also explain why a variety of deficits,
both nonverbal and verbal, has been found in children with
an SLI. It is now widely recognized that SLI is a heteroge-
neous disorder~Enderby and Philipp, 1986; Montgomery
et al., 1991; Sloan, 1992! that is composed of different sub-
types of children~Rapin and Wilson, 1978!. This raises the
possibility that different subtypes of SLI stem from different
underlying deficits~Bishop, 1997!. For example, the results
of this experiment could be taken to suggest that the poor
oral language and poor reading abilities of some children
stem from a slow rate of auditory perceptual processing. The
chain of events leading from a slow rate of auditory process-
ing to concomitant language and reading has yet to be estab-
lished. However, it is feasible that a slow rate of processing
impairs speech perception~Tallal, 1980; Merzenichet al.,
1996!, which may affect the processing of phonological in-
formation. This may simultaneously impair~1! the encoding
or retrieval of phonological information from memory~for
example! giving rise to an oral language deficit~Leonard
et al., 1983; Kamhi and Catts, 1986! and ~2! phonological
awareness and phonological decoding, giving rise to disabled
reading~Heathet al., 1999!.

However, this series of events will not explain the lan-
guage and reading deficits of all children. A deficit in pho-
nological short-term memory may account for the difficulties
of some children~Gathercole and Baddeley, 1990!, and a
specific deficit in processing speech may explain the prob-
lems of others~Mody et al., 1997!. Regarding the latter,
Mody et al. ~1997! have argued that nonverbal auditory defi-
cits in reading-disabled children are a more variable finding,
which may be an epiphenomenon rather than causally related
to poor phonological discrimination. In future studies, it will
be of interest to use methods such as those adopted here to

consider how far deficits in rate of auditory processing relate
to phonological discrimination.

The second question asked by this experiment was
whether children with an SLI or SRD are as able as control
children at discriminating between unmasked tones that dif-
fer in intensity. The results of this experiment suggest that
this is not always the case: One-third to one-half of the par-
ticipants in the SLI-poor readers group, the SLI-average
readers group, and the SRD-average language group had
poorer ID scores than the control group. This finding is con-
gruent with Cacaceet al. ~2000!, who found that children
with poor reading had larger just-noticeable differences for
intensity than children with normal reading ability. These
findings require replication as they raise questions about the
results of previous studies that used rapid auditory process-
ing tasks. Do the poor scores of the children in these studies
reflect impaired rapid auditory processing or impaired audi-
tory discrimination ability? Or did some children have prob-
lems with one and not the other? This ambiguity flags the
need for future studies to control for auditory discrimination
ability while measuring rapid auditory processing in SLI and
SRD samples.

An unexpected finding of this experiment was the ex-
tremely high invalid ABRM thresholds scores produced by
nine SLI-poor readers, two SLI-average readers, one child in
the SRD-average language group, and two control children.
What do these very high threshold scores reflect? It is inter-
esting that two other experiments have found similar ISI
thresholds in their SRD and control data. Specifically, Heath
et al. ~1999! found that one child with an SRD and two con-
trol children needed silent ISIs of 1554, 1153, and 1346 ms,
respectively, between pairs of high and low tones to identify
their order 75 percent of the time. Similarly, Pammer and
McGregor ~2000! found that ten children with an SRD
needed silent ISIs of at least 1000 ms between high and low
tones to identify their correct order 71 percent of the time.
Like the present research, these experiments used a PEST
procedure to adjust the length of the silent ISI between the
tones. Perhaps the PEST procedure is not appropriate for all
stimulus parameters for all listeners. For example, if the
PEST procedure is used to adjust the difference between the
frequency or intensity of two tones, incorrect responses
prompt an increase in this difference, which decreases task
difficulty. However, if the PEST is used to adjust the ISI
between stimuli, the increase in ISI due to incorrect re-
sponses may not decrease task difficulty for all listeners.
Longer ISIs increase the memory load of the task. Thus,
listeners with weaker memory skills may be relatively disad-
vantaged at longer ISIs, forcing them to adopt alternative
response strategies that lead to unusual thresholds. This pos-
sibility reinforces our reluctance to interpret the extremely
high ABRM threshold scores as valid representations of rate
of auditory perceptual processing. Further, it highlights the
need for future studies to consider the validity of extreme
scores produced by children on psychophysical tasks. And, it
supports claims that the poor performance of some children
on psychophysical tasks may stem from their inability to
cope with psychophysical task demands, such as memory or
attention, rather than impaired perception~Bishop et al.,
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1999; Elfenbeinet al., 1993; Gomeset al., 1999; Wightman
et al., 1989!.

A second unexpected finding of this research was the
number of children with a reading disability who also had
impaired language~i.e., the SLI-poor readers!: 82 percent of
children with poor reading had a total language more than 1
standard deviation below the level expected for their age.
This questions how ‘‘specifically’’ reading-disabled~i.e.,
problems with reading alone! and homogeneous children
with an SRD recruited by previous experiments using typical
SRD criteria such as Vellutino’s~1979! really are. This in
turn highlights the need for future experiments to index the
oral language abilities of SRD recruits~see McArthuret al.,
2000b, for a more detailed discussion!.

In summary, the present research addressed two ques-
tions. The first asked whether all children with an SLI or
SRD have poor ABRM thresholds. The answer is clearly no.
The results indicate that a subgroup of children with con-
comitant oral language and reading impairments have el-
evated ABRM thresholds compared to control children. The
second question asked whether children with an SLI or SRD
are as able as control children at discriminating between un-
masked tones that differ in intensity. The results suggest that
at least a third of children with an SLI or SRD have poorer
discrimination for intensity than children with normal oral
language and reading. This warns against using rapid audi-
tory processing tasks that do not actively control for auditory
discrimination abilities. Further, some unusually poor
ABRM scores and ID scores question the acceptance of ex-
treme auditory perceptual scores without considering the pa-
rameters of the task. They also highlight the possibility that
children’s poor performance on rapid auditory processing
tasks may stem from an inability to cope with task demands
rather than an impaired ability to process rapidly presented
sounds. And finally, the poor total language scores of the
majority of children who had a reading disability indicate
that future SRD studies need to index the oral language abili-
ties of their samples to determine how homogeneous and
specifically disabled they really are.
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1/harmonic number of the amplitude of the first harmonic.
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Informational and energetic masking effects in the perception
of two simultaneous talkers
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Although most recent multitalker research has emphasized the importance of binaural cues,
monaural cues can play an equally important role in the perception of multiple simultaneous speech
signals. In this experiment, the intelligibility of a target phrase masked by a single competing
masker phrase was measured as a function of signal-to-noise ratio~SNR! with same-talker,
same-sex, and different-sex target and masker voices. The results indicate that informational
masking, rather than energetic masking, dominated performance in this experiment. The amount of
masking was highly dependent on the similarity of the target and masker voices: performance was
best when different-sex talkers were used and worst when the same talker was used for target and
masker. Performance did not, however, improve monotonically with increasing SNR. Intelligibility
generally plateaued at SNRs below 0 dB and, in some cases, intensity differences between the target
and masking voices produced substantial improvements in performance with decreasing SNR. The
results indicate that informational and energetic masking play substantially different roles in the
perception of competing speech messages.@DOI: 10.1121/1.1345696#

PACS numbers: 43.66.Pn, 43.66.Rq, 43.71.Gv@DWG#

I. INTRODUCTION

When a speech signal is obscured by a second simulta-
neous competing speech signal, overall performance is deter-
mined by the cumulative effects of two different types of
masking ~Freymanet al., 1999; Kidd et al., 1998!. Tradi-
tional ‘‘energetic’’ masking occurs when both utterances
contain energy in the same critical bands at the same time
and portions of one or both of the speech signals are ren-
dered inaudible at the periphery. Higher-level ‘‘informa-
tional masking’’ occurs when the signal and masker are both
audible but the listener is unable to disentangle the elements
of the target signal from a similar-sounding distracter~Doll
and Hanna, 1997; Kiddet al., 1994; Kidd, Mason, and
Rohtla, 1995; Neff, 1995; Watson, Kelly, and Wroton,
1976!. It is difficult to isolate the informational and energetic
elements of speech-on-speech masking, so no previous stud-
ies have directly examined their relative contributions to
multitalker speech perception. However, the results of previ-
ous experiments do provide some insights about each type of
masking.

The effects of purely energetic noise masking on speech
intelligibility are well documented. The Articulation Index
~AI ! ~French and Steinberg, 1947; Fletcher and Galt, 1950!,
which is based on a comprehensive series of experiments
with non-speech-masking signals conducted in the early days
of the telephone industry, is capable of predicting speech
intelligibility directly from the long-term rms spectra of the
speech and masker signals. Articulation theory has shown
that energetic speech masking depends almost exclusively on
the spectral overlap between the speech signal and the

masker, and that performance decreases monotonically with
decreasing signal-to-noise ratio~SNR!.

The effects of informational masking on speech intelli-
gibility can only be determined from multitalker experi-
ments. Only a handful of early experiments has examined the
effects of SNR in monaural speech-on-speech masking
~Miller, 1947; Egan, Carterette, and Thwing, 1954; Dirks
and Bower, 1969!.1 The two later studies found that perfor-
mance generally increased with increasing SNR but was in-
dependent of SNR in the region from210 to 0 dB. Although
one would expect the similarity of the target and masker
voices to be an important component in informational mask-
ing, very few studies have systematically examined the roles
of voice characteristics such as talker and masker sex in
speech-on-speech masking. The studies that have examined
same-sex and different-sex talkers have shown that perfor-
mance is substantially better in the different-sex condition
~Festen and Plomp, 1990!. This is consistent with informa-
tional masking, which is based on the listener’s ability to
segregate perceptually similar sounds, and should increase
when the target and masking voices resemble one another.

The majority of recent multitalker research has focused
primarily on the binaural effects of spatially separating the
target and masking signals~Drullman and Bronkhorst, 2000;
Duquesnoy, 1983; Freymanet al., 1999; Hawley, Litovsky,
and Colburn, 1999; Festen and Plomp, 1986; Peissig and
Kollmeier, 1997; Plomp, 1976; Yost, Dye, and Sheft, 1996!.
These ‘‘cocktail party’’ studies provide valuable information
about the spatial unmasking of speech, but they do not pro-
vide many insights into the types of cues listeners use to
segregate monaurally or diotically presented competing
speech signals. The results of recent experiments do, how-
ever, suggest that the informational component of speech-on-
speech masking may play a critical role in the ‘‘binaurala!Electronic mail: douglas.brungart@he.wpafb.af.mil
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advantage’’ of spatially separating the talkers. Kidd and col-
leagues~1998! have shown that an exceptionally large re-
lease from masking can occur when a purely informational
masker is moved to a different spatial location than the sig-
nal. More recent results have also shown that spatial separa-
tion or perceived spatial separation can produce a much
larger release from speech-on-speech masking than from
speech-on-noise masking~Hawley, Litovsky, and Culling,
2000; Freymanet al., 1999!. These results suggest that the
informational component of speech-on-speech masking is
particularly sensitive to differences in the perceived locations
of the target and masker, and may account for a large portion
of the spatial unmasking found in cocktail party experiments.

In this experiment, the intelligibility of a target phrase
masked by a single competing talker was examined as a
function of SNR, target sex, and masker sex under diotic
listening conditions. The responses were used to determine
the relative contributions of energetic and informational
masking to overall performance. The results are discussed in
terms of their potential implications in multitalker listening
environments.

II. METHODS

A. Stimuli

The stimuli were derived from a publicly available
speech corpus for multitalker communications research~Bo-
lia et al., 2000!. This corpus, which is based on the coordi-
nate response measure~CRM! first developed by Moore
~1981!, consists of phrases of the form ‘‘Ready~call sign! go
to ~color! ~number! now’’ spoken with all possible combina-
tions of eight call signs~‘‘arrow,’’ ‘‘baron,’’ ‘‘charlie,’’
‘‘eagle,’’ ‘‘hopper,’’ ‘‘laker,’’ ‘‘ringo,’’ ‘‘tiger’’ !, four col-
ors ~‘‘blue,’’ ‘‘green,’’ ‘‘red,’’ ‘‘white’’ !, and eight numbers
~1–8!. Thus, a typical utterance in the corpus would be
‘‘Ready baron go to blue five now.’’ Eight talkers~four
male, four female! were used to record each of the 256 pos-
sible phrases, so a total of 2048 phrases is available in the
corpus.

In the speech-masker condition of this experiment, the
stimuli consisted of two simultaneous phrases from the CRM
corpus: a target phrase with the call sign baron and a masker
phrase with a randomly selected call sign other than baron.
In each trial, the target and masker phrases were selected
randomly from the speech corpus with the restriction that
different colors and different numbers were used in the two
phrases. First, the overall level~rms power! of the masker
phrase was set to a comfortable listening level~approxi-
mately 60–70 dB SPL!. Then, the overall level~rms power!
of the target phrase was adjusted relative to the level of the
masker phrase to produce one of ten different SNRs ranging
from 212 to 15 dB in 3-dB steps. The target and masker
signals were then added together, and the combined signal
was randomly roved over a 6-dB range~in 1-dB steps! before
being presented to the listener over headphones. Within each
block of 240 trials, each talker in the corpus was used as the
speaker of the target phrase in exactly 30 trials. All other
variables, including the masking talker, the masking call
sign, the numbers and colors of the target and masker

phrases, and the SNR, were chosen randomly with replace-
ment on each trial.

Performance was also measured for two types of noise
maskers. The first noise masker consisted of Gaussian noise
that was spectrally shaped with a finite impulse response
~FIR! filter matching the average long-term rms spectrum of
the 2048 sentences in the CRM corpus and rectangularly
gated to the same length as the target phrase. SNRs were
varied from218 to 115 dB in 3-dB steps in this condition,
which is described in more detail elsewhere~Brungart,
2001!. The second noise masker consisted of speech-shaped
noise that was modulated with the envelope of a randomly
selected competing speech phrase selected from the CRM
corpus in the same way as in the speech-masker condition.
The envelope was calculated by convolving the absolute
value of the competing speech waveform with a 7.2-ms rect-
angular window. SNRs were varied from221 to 0 dB in
3-dB steps in this modulated noise condition. As in the
speech-masker conditions, the SNRs in the noise-masker
conditions were calculated from the overall rms powers of
the noise and speech waveforms. The noise-masker condi-
tions were otherwise similar to the speech-masking condi-
tions.

B. Listeners

Nine paid listeners, five male and four female, partici-
pated in the experiment. All had normal hearing~15 dB HL
from 500 Hz to 6 kHz! and their ages ranged from 21–55.
Each had participated in previous auditory experiments, and
all but two had previous experience in experiments using the
CRM speech materials.

C. Procedure

The listening task was performed while seated at a con-
trol computer. In each trial, the speech stimulus was gener-
ated by a sound card in the control computer~Soundblaster
AWE-64! and presented to the listener over headphones
~Sennheiser HD-520!. Then an eight-column, four-row array
of colored digits corresponding to the response set of the
CRM was displayed on the CRT, and the listener used the
mouse to select the colored digit corresponding to the color
and number used in the target phrase containing the call sign
baron. The trials were divided into blocks of 240 trials, with
one or two blocks collected on each day of the experiment. A
total of 2000 trials for each of the nine listeners was col-
lected in the speech-masker condition of this experiment.2

The speech-masker condition was followed by 960 trials per
subject in the continuous-noise-masker condition, and then
by 240 trials per subject in the speech-envelope modulated
noise-masker condition.

III. RESULTS AND DISCUSSION

A. The dominance of informational masking

The results in Fig. 1 show substantial differences be-
tween the speech-shaped noise masker and the three speech
maskers used in the experiment. These differences reflect the
different mechanisms involved in the two masking condi-
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tions: with the speech-shaped noise masker, the masking is
primarily energetic and results from acoustic degradation of
the speech signal; with the competing speech maskers, ener-
getic masking occurs when the two fluctuating speech sig-
nals overlap in time and frequency, and higher-level infor-
mational masking occurs when the listener tries to segregate
the two similar-sounding talkers into distinct utterances.
While there is no question that some energetic masking oc-
curs in the simultaneous speech conditions, there is substan-
tial evidence that informational masking effects dominated
performance in the two-talker conditions.

An upper bound on the influence of energetic masking in
the two-talker conditions is provided by the percentages of
correct responses at the lowest SNR tested,212 dB. At this
level, the listeners were still able to correctly identify 80% of
the target numbers and 50% of the target colors, even when
the same talker was used for the target and masker phrases.

The effects of energetic masking decrease monotonically
with increasing SNR, so these performance levels reflect the
greatest possible influence of energetic masking in this ex-
periment. Any reduction in performance below these levels,
such as the significant reductions in correct number identifi-
cations that occur when the SNR is near 0 dB in the same-
sex and same-talker conditions, can only be attributable to
informational masking effects.

The distributions of incorrect responses in the experi-
ment provide additional evidence that informational masking
dominates the perception of two-talker speech. When ener-
getic masking interferes with the perception of a speech
stimulus, the utterance is rendered inaudible by the noise and
the listener must randomly choose the response from among
all words in the vocabulary. Thus, energetic masking should
produce roughly random distributions of incorrect responses.
There is, however, no evidence of this type of error distribu-
tion in the two-talker conditions of this experiment. An
analysis of the errors in the experiment~Fig. 2! shows that
the listeners who failed to correctly identify the words in the
target phrase were much more likely to respond to the words
heard in the masker phrase than to the other possible words
in the response set. At negative SNRs, where the target
phrase was difficult to comprehend, it is not surprising that
the listeners tended to respond to the coordinates in the eas-
ily understood masker phrase. At large positive SNRs, how-
ever, it is much harder to explain the masker-word responses

FIG. 1. Percentage of correct identifications as a function of SNR. The top
panel shows the percentage of trials where the listener correctly identified
one of eight different numbers. The middle panel shows the percentage of
correct identifications of one of four colors. The bottom panel shows the
percentage of trials in which the listener correctly identified both the number
and color. The data are shown separately for trials where the competing
talkers were of different sexes, where the talkers were different but were
both male or female, and for trials where the same talker was used for both
the target and masker sentences. Results are also shown for a speech-shaped
noise masker and an envelope-modulated speech-shaped noise masker. In
each case, the data at each SNR value were averaged across the nine listen-
ers used in the experiment. Note that each data point represents approxi-
mately 900 trials for the different-sex condition, 675 trials for the same-sex
condition, 225 trials for the same-talker condition, 720 data points for the
noise-masker condition, and 270 trials for the modulated noise-masker con-
dition. The error bars represent the 95%-confidence intervals for each point.
Note that the SNR ratios were calculated from the overall rms power of each
signal.

FIG. 2. These area graphs show the distribution of the listeners’ responses
among the correct word spoken by the target talker, the incorrect word
spoken by the masking talker, and all other possible incorrect responses. In
all conditions, the masking word occurred in the overwhelming majority of
the incorrect responses.
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in the context of energetic masking. In the same-talker con-
dition at 9 dB SNR, where substantial energetic masking of
the masker phrase by the target phrase should have occurred,
approximately 66% of the incorrect color responses and 75%
of the incorrect number responses were assigned to the
masker word~compared to the 33% and 14% expected for
randomly distributed errors!. This suggests that the listeners
were usually able to detect the color–number coordinates,
even when they were energetically masked by a 9-dB more
intense voice. At 0 dB SNR, where energetic masking should
have been roughly equivalent for the two talkers, the target
or masker coordinates appear in virtually all the responses. It
is interesting to note that the percentages of nonmasker, non-
target responses were not much higher at26 dB than they
were at 15 dB, where the target phrase should have been
clearly audible and the incorrect responses were probably the
result of extraneous factors such as subject inattention. These
extraneous errors should be evenly distributed across all the
SNR levels in the experiment, so there is little evidence that
energetic masking is causing any of the incorrect responses
at SNRs above26 dB.

The results of the modulated noise condition provide a
final indication that energetic masking plays a relatively
small role in the speech-masker conditions. With the modu-
lated noise masker, the energy in the masking signal is lo-
cated in roughly the same spectral region as in the speech
maskers, and the level of the noise signal fluctuates in the
same way as the level of the speech maskers. Thus, the tem-
poral distribution of energy in the modulated noise should be
very similar to the temporal distribution of energy in the
speech.3 In the same-sex condition, performance does seem
to be bounded by the modulated noise condition. At29 dB
SNR, there is a local maximum in the percentage of correct
number identifications where the same-sex performance
curve intersects with the modulated noise masker. Else-
where, however, performance was substantially better in the
modulated noise condition than in any of the two-talker con-
ditions. Again, this suggests that energetic masking had rela-
tively little impact on the intelligibility of the color and num-
ber coordinates in the two-talker conditions, and that the
color–number coordinates of both masker phrases were au-
dible across most of the range of SNRs tested.

A final comment should be made about the relationship
between energetic masking and the type of speech intelligi-
bility test used. From articulation theory, it is known that the
relationship between speech intelligibility and noise level is
highly dependent on the type of test used to measure intelli-
gibility. Previous work relating the CRM task to the AI
~Brungart, 2001! has shown that the CRM test is relatively
insensitive to energetic masking by noise: 50% performance
with the CRM requires an AI of only 0.08, compared to 0.17
with the well-known Modified Rhyme Test~MRT!. Indeed,
the insensitivity of the CRM to noise is readily apparent
from the performance curves in Fig. 1: substantial noise
masking does not occur until the noise is at least 6 dB more
intense than the speech. It is likely that the amount of ener-
getic masking that occurs in multiple-talker speech is di-
rectly related to the noise sensitivity of the speech utterances
tested. Thus, one would expect to see larger energetic-

masking effects in a multitalker experiment based on a more
sensitive speech test such as the MRT than were found in
this CRM-based experiment. The relative absence of ener-
getic effects with the CRM speech corpus makes it a rela-
tively good choice for experiments focusing on the effects of
informational masking in speech.

B. Talker and masker voice characteristics

The informational masking in this experiment is related
to the listener’s inability to segregate similar-sounding
speech signals, so one would expect the effects of informa-
tional masking to increase when the target and masking
voices have similar characteristics. This is clearly seen in the
results of this experiment~Fig. 1!. At negative SNRs, correct
identifications were 15%–20% lower in the same-sex condi-
tion than in the different-sex condition, and 15%–20% lower
in the same-talker condition than in the same-sex condition.
These large differences in performance with the talker and
masker voice characteristics are consistent with the concept
of informational masking. A listener’s ability to segregate
two simultaneous voice signals is dependent on the distinc-
tive characteristics of the two voices. Male and female voices
are so different that the listener has little difficulty discrimi-
nating between the target and masker phrases. The voices of
two different talkers of the same sex are much more difficult
to segregate, but still provide the listener with substantial
acoustic cues about the identity of the two talkers. Two
voices from the same talker provide only minor acoustic dis-
crimination cues and make the multitalker listening task ex-
tremely difficult. Clearly, in experiments focusing on infor-
mational masking, same-talker voices are preferred and
different-sex voices should be avoided.

Of course, energetic masking should also increase with
the similarity of the target and masker voices because the
energy is concentrated in the same frequency ranges when
same-sex and same-talker voices are used. However, the in-
formational masking component appears to dominate this in-
crease in energetic masking. Festen and Plomp~1990! used
noise maskers that matched the long-term rms spectra of
male and female voices and found much larger differences in
performance between speech-on-speech masking with same-
sex and different-sex talkers than they found between noise-
on-speech masking with same-sex and different-sex speech-
shaped noise maskers.

The relationship between the sexes of the target and
masking talkers had a much larger impact on overall perfor-
mance than did the particular sex of the target talker~Fig. 3!.
In each masking condition, performance was similar for male
and female target talkers. However, there were some differ-
ences in performance across the eight individual talkers used
in the CRM speech corpus. One male talker consistently pro-
duced more accurate responses than the others did~Fig. 4!.
When Talker 3 was used for the target phrase, the listeners
correctly identified the number and color in 11% more trials
than the average of the other seven talkers. When Talker 3
was used for the masker, the listeners correctly identified the
color and number in 9% more trials than the average of the
other talkers. This result implies that distinctive individual
voice characteristics can improve the intelligibility of a par-
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ticular voice in multichannel communications, both when the
voice serves as the target and when the voice serves as the
masker.

C. Signal-to-noise ratio

From direct comparison of the speech masker results to
those with the speech-shaped noise masker, it is immediately
apparent that SNR does not have the same effect in informa-
tional masking as it does in energetic masking. In this ex-
periment, the continuous speech-shaped noise serves as a
classical energetic masker~Fig. 1!. Intelligibility is essen-
tially unaffected by the noise until the noise becomes loud
enough to mask the energy in the speech signal~at about23
dB!. Once this masking starts to occur, performance de-
grades very rapidly. In just a 9-dB drop in SNR~from 23 to
212 dB!, the speech signal is swamped by the masker and
the number of correct responses falls by 90%. As the SNR
continues to decrease, the target phrase becomes inaudible
and the listener responses approach random guessing~this
occurs for the color response at SNRs less than215 dB!.
The speech-shaped noise masker is spectrally similar to the
speech, so energetic masking causes a very rapid drop-off in
performance with decreasing SNR in this experiment. When
the noise has a different frequency distribution than the
speech, or its level varies with time, different spectral and
temporal regions of the speech are masked at different SNR
levels and the onset of energetic masking is more gradual.
This is exactly the case with the speech-modulated noise
masker shown in Fig. 1. The listener is able to hear the
speech during the quiet portions of the modulated masker,
and performs substantially better than with the continuous
noise despite the higher peak levels that must occur in the
modulated noise to maintain the same overall SNR. As SNR
decreases, the less intense regions of the modulated masker
gradually become loud enough to mask the target phrase and
overall performance slowly decreases. However, energetic
masking always causes monotonic decreases in performance
with decreasing SNR: increasing the noise level can only
decrease the amount of information in the stimulus and, as

long as there is some masker energy in all the frequency
bands and temporal regions of the signal, energetic masking
will eventually reduce the signal to inaudibility.

The role of SNR in informational masking is quite dif-
ferent. At high SNR values~above19 dB!, the target phrase
is so loud relative to the masker signal that near-perfect per-
formance occurred regardless of the masker signal used. At
lower SNR values, however, there are substantial differences
among the three speech-masking conditions. Performance in
the different-sex condition was largely independent of the
SNR—performance dropped by approximately 1%/dB at
SNRs less than 9 dB, and correct overall identifications oc-
curred in approximately 80% of the trials even at the lowest
SNR value tested~212 dB!. In the same-sex and same-talker
conditions, overall correct identifications decreased sharply
as SNR fell from 9 to 0 dB, then plateaued well above
chance level as SNRs decreased from 0 to212 dB. Correct
number identifications actuallyincreasedsubstantially~as
much as 25% in the same-talker condition! as SNR de-
creased from 0 to212 dB. Clearly, SNR has a much differ-
ent impact on speech intelligibility in the information-
masking dominated same-sex and same-talker conditions
than it does in the energetic-masking dominated speech-
shaped noise condition.

These results are consistent with previous studies that
have examined the effect of SNR on the intelligibility of
speech masked by a single competing talker. Egan, Carter-
ette, and Thwing~1954! and Dirks and Bower~1969! exam-
ined a wide range of SNRs and found performance curves
very similar to the ones found in this experiment: perfor-
mance fell rapidly as SNR dropped from 10 to 0 dB, pla-
teaued or increased slightly as SNR dropped from 0 to210
dB, and fell rapidly again at SNRs lower than210 dB.
Stubbs and Summerfield~1990! examined only positive
SNRs and found a rapid increase in performance from 0 to 9
dB and near-perfect performance above 9 dB. Freymanet al.

FIG. 4. Percentage of correct overall responses as a function of the talker
used in the target phrase~top panel! and the masker phrase~bottom panel!.
Error bars show the 95%-confidence intervals for each data point.

FIG. 3. Overall percentages of correct identifications of both color and
number for each talker–masker combination. The conditions are shown as
A–B where A is the target and B is the masker. M5male speech; F5female
speech; N5speech-shaped noise. The error bars represent the 95%-
confidence intervals of each point. The noise-masker data have been aver-
aged over a wider range of SNR values than the speech-masker data~218 to
115 dB for the noise versus212 to115 dB for the speech!, so these results
should not be used to compare overall performance in the noise-masking
and speech-masking conditions.
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~1999! examined only negative SNRs and found that perfor-
mance decreased much less rapidly when the speech was
masked by colocated speech from the same talker~decreas-
ing approximately 2.5%/dB! than when the speech was
masked by a colocated speech-shaped noise masker~decreas-
ing 6.7%/dB!.

Taken together, the data from this experiment and the
results of these previous studies tell a consistent story about
speech intelligibility in the presence of a single competing
talker: ~1! Speech intelligibility is unimpeded by a compet-
ing talker when the target phrase is at least 10 dB more
intense than the masker;~2! Speech intelligibility drops sub-
stantially as the SNR drops from 10 to 0 dB;~3! Speech
intelligibility is roughly independent of SNR at SNRs from 0
to 210 dB.

The somewhat paradoxical third result can be explained
in the context of informational masking. In order to under-
stand multiple simultaneous talkers, the listener needs some
way to differentiate the target voice from the masking voice.
In the case where both talkers have the same voice and speak
at the same level, the cues available for this discrimination
are minimal~Eganet al., 1954!. This is exactly the case in
the same-talker condition at 0 dB, where both the target and
masker phrases were spoken by the same voice at the same
level ~Fig. 1!. Correct number and color identifications oc-
curred in only about half of the trials in that condition, and
nearly all of the incorrect responses included the colors and
numbers used in the masker phrase~Fig. 2!. From an infor-
mational masking standpoint, this is effectively chance per-
formance: the listeners were able to hear both the target and
masker phrases, but were unable to determine which color–
number pair was addressed to the call sign baron.

When the listener is faced with two similar or identical
voices, any differences in the characteristics of the two talk-
ers can help improve performance. When the intensity of the
target is lowered relative to the masker, the intensity differ-
ence provides a means to discriminate the target and masking
talkers, and the advantages of this level difference outweigh
the increase in energetic masking caused by decreasing the
SNR. In other words, the listeners were able to recognize that
the baron call sign was spoken by the less-intense talker and
could selectively tune their attention to the quieter voice.
This explains why number identifications in the same-sex
conditions of this experiment were least accurate at an SNR
of 0 dB ~Fig. 1! and increased substantially~by as much as
25%! when the intensity of the target voice was reduced
relative to the masker.4

Note that the gains in performance afforded by level
differences between the target and masking voices were not
symmetric: positive SNRs always produced a larger perfor-
mance benefit than negative SNRs of the same magnitude.
Not surprisingly, it was always easier to attend to the louder
of two simultaneous talkers than to the quieter one.

D. Statistical dependence of color and number errors

Within each trial in the CRM, the listener is required to
respond independently to the color and number used in the
target phrase. It is therefore informative to know whether the
errors in the color and number responses are evenly distrib-

uted across all trials or grouped into the same trials. This can
be determined by checking the responses for statistical inde-
pendence~Fig. 5!. If the errors are statistically independent,
the probability of correctly identifying the color across all
trials at a given SNR@P(C)# should be the same as the
probability of correctly identifying the color in trials where
the number was also correctly identified@P(CuN)#. As seen
in the figure, this is true for the energetic noise masker. Thus,
the ability to correctly identify the number in a given noise-
masker trial was independent of the ability to correctly iden-
tify the color. With the informational speech maskers, how-
ever, the listeners were substantially more likely to correctly
identify the color when they were also able to correctly iden-
tify the number. Thus, with the speech maskers, the color
and number errors tended to be grouped into the same trials.
As shown in the right panel of Fig. 5, this effect was stron-
gest in the same-talker condition and weakest~but still sub-
stantial! in the different-sex condition. The tendency to
group color and number trials together in the speech-masker
conditions relates directly to the listeners’ attempts to segre-
gate the target and masker phrases. Because the colors and
numbers occur sequentially in the CRM phrases, there are
strong prosodic cues that link together the color–number
pairs spoken by the same talkers. Also, when there are dif-
ferences in speaking rates across the talkers, the color–
number pairs will occur at different times in the target and
masker phrases. These temporal and prosodic cues influence
the listeners to respond to the color–number pair spoken by
one of the two talkers~thus getting both coordinates correct
or missing both! rather than responding to the color spoken
by one talker and the number spoken by the other~and get-
ting only one of the two coordinates correct!.

E. Color and number effects

The specific colors and numbers used in the target and
masker phrases had relatively little impact on performance in
the experiment~Fig. 6!. The percentages of correct responses
varied by less than 8% across the eight numbers and four
colors used in the experiment. Note, however, that there was
a strong negative correlation between performance when the

FIG. 5. Statistical dependence of correct responses for the color and number
in the target phrase. The left panel shows the overall probability of a correct
color response@P(C)# and the probability of a correct color response when
the listener correctly identified the number in the target phrase@P(CuN)#
averaged across all the target and masking talkers used in the experiment.
The right panel shows the average value ofP(CuN)2P(C) across all SNRs
for the same-talker~ST!, same-sex~SS!, different-sex~DS!, and noise-
masker~N! conditions.
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individual words appeared in the target and masker phrases.
The color ‘‘white,’’ for example, produced the best overall
performance when it appeared in the target phrase and the
worst overall performance when it appeared in the masker
phrase. The correlation coefficient between the percentage of
correct responses when each word appeared in the target
phrase and the percentage of correct responses when each
word appeared in the masker phrase was20.74 for the num-
ber coordinates and20.80 for the color coordinates. This
negative correlation indicates that the words that were easy
to identify in the target phrase were especially effective
maskers when they appeared in the masker phrase. Note that
this is in direct contrast to the effects of the individual talker
voices on performance. Talker 3 produced better perfor-
mance than any other talker, both as a target talker and as a
masking talker~Fig. 4!, and the correlation coefficient be-
tween overall performance when each talker was used for the
target phrase or the masking phrase was10.74. These results
suggest that the intelligibility of the individual coordinate
words is based primarily on their ability to overpower the
coordinates in the competing phrase, while the intelligibility
of the individual talkers is based primarily on the acoustic
similarities between the target and masking voices.

F. Intersubject differences

In general, the differences across the listeners were
small relative to the large effects of SNR and the sexes of the
target and masker. The pattern of responses~with respect to
the SNR, as shown in Fig. 1! was roughly similar for each
listener, and the percentage of correct overall identifications
ranged from 72% to 86% across the nine listeners used in the
experiment.

IV. THE IMPACT OF SNR ON THE OVERALL
INTELLIGIBILITY OF TWO-TALKER SPEECH

The plateauing in performance that occurs in the same-
sex conditions at SNRs less than 0 dB has important impli-
cations in monaural or diotic multitalker listening situations.
Consider, for example, a listener who is monaurally moni-
toring two radio channels for information that is equally
likely to originate from either channel. If the listener is able
to control the levels of the two channels independently, how
should the radio be configured for optimal performance in
this task? Because both channels are equally important, intu-
ition would suggest that both should be set at the same level.
However, the results of this experiment suggest not only that
setting the channels to the same level is less than optimal,
but that it is among the worst possible strategies. The expla-
nation for this apparent paradox lies in the performance
curves shown in Fig. 1. Assume that two different talkers are
used on the two channels and that both are males or both are
females. If both channels are set to the same level, overall
correct identifications should occur in approximately 60% of
all trials. Now, if one channel is set to a 3-dB-higher SNR
than the other channel, a substantial~10%! improvement in
intelligibility occurs when the target phrase occurs in the
more intense channel, while performance is effectively un-
changed when the target phrase occurs in the less intense
channel. The number of correct overall identifications in this
scenario will be the average of performance in the two chan-
nels, or 65%. Thus, by setting the overall levels of the two
channels 3 dB apart, a 5% gain in overall intelligibility has
been achieved. As the level difference between the two chan-
nels is increased~Fig. 7!, overall performance continues to
improve until reaching its peak value when the channel sepa-
ration is 9 dB. At separations greater than 9 dB, intelligibility
approaches 100% in the more intense channel and begins
degrading due to energetic masking in the less-intense chan-
nel. Consequently, no further performance gains can be
achieved by separating the channels by more than 9 dB. Note
that this improvement is driven more by the rapid intelligi-
bility increase at positive SNRs than by the increase in per-

FIG. 6. Correct identifications for the different color and number words
used in the CRM corpus. The data on the left show the percentages of
correct number identifications as a function of the number coordinate used
in the target phrase~top panel! and in the masker phrase~bottom panel!. The
data on the right show the percentages of correct color identifications as a
function of the color coordinate used in the target phrase~top panel! and in
the masker phrase~bottom panel!. The error bars represent 95%-confidence
intervals.

FIG. 7. Percentage-correct identifications of both color and number for two
competing phrases spoken by different same-sex talkers and by the same
talker when the target sentence is equally likely to come from either of the
two voices. The results are shown as a function of the difference in intensity
between the two talkers. The error bars in the top panel represent 95%-
confidence intervals.
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formance that occurs in number identifications at negative
SNRs: performance is maximized for both the color and
number coordinates when the channel separation is 9 dB.

The improvements in performance obtained by varying
the levels of the talkers are substantial. When the intensities
of two different same-sex talkers differ by 9 dB, the percent-
age of overall correct identifications is more than 20% higher
than when the talkers are at the same level. The improvement
is even larger when both competing messages are spoken by
the same talker. These improvements are roughly equivalent
to increasing the SNR by 5 dB in both channels.

V. CONCLUSIONS

This experiment has examined the factors that influence
a listener’s ability to selectively attend to one of two com-
peting speech messages in the coordinate response measure
paradigm. There is substantial evidence that informational
masking, rather than energetic masking, dominated perfor-
mance in this experiment. Thus, it is possible to draw some
general conclusions about the differences between informa-
tional and energetic masking in a two-competing-talker task:

~i! The voice characteristics of the target and masking
talkers have a profound effect on the intelligibility of
competing speech messages. Performance was sub-
stantially better when the talkers were of different
sexes than when they were the same sex, and substan-
tially better with different talkers of the same sex than
when the same talker was used for both the target and
masker phrase.

~ii ! The SNR generally has a much smaller influence on
speech intelligibility with a speech masker than with a
noise masker. When an energetic noise masker is
used, performance decreases monotonically with the
SNR, and falls off rapidly to chance level when the
masker begins to overpower the target speech signal.
When a speech masker is used, performance de-
creases when the SNR is reduced from 9 to 0 dB, but
plateaus at well above chance level and, in some
cases, increases when the SNR is reduced from 0 to
29 dB.

~iii ! In some cases, the intelligibility of two competing
talkers can be substantially improved by introducing a
level difference in the two voices. With the CRM
phrases, overall intelligibility could be improved from
about 60% to about 80% by introducing a 9 dBlevel
difference between two same-sex talkers.

The results also suggest that the phrases in the CRM
speech corpus are ideally suited for speech intelligibility ex-
periments that focus on the informational component of
speech on speech masking. When the CRM phrases are used
at SNRs near 0 dB, there is strong evidence that both the
target and masker voices are clearly audible and that the vast
majority of incorrect responses were due to the listeners’
inability to correctly determine which color and number co-
ordinates were directly addressed to their assigned call sign.
Thus, it appears that the CRM phrases would be an excellent
choice for researchers who want to isolate the informational

masking component of speech in future two-talker cocktail
party experiments.
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Monaural spectral features due to pinna diffraction are the primary cues for elevation. Because these
features appear above 3 kHz where the wavelength becomes comparable to pinna size, it is generally
believed that accurate elevation estimation requires wideband sources. However, psychoacoustic
tests show that subjects can estimate elevation for low-frequency sources. In the experiments
reported, random noise bursts low-pass filtered to 3 kHz were processed with individualized
head-related transfer functions~HRTFs!, and six subjects were asked to report the elevation angle
around four cones of confusion. The accuracy in estimating elevation was degraded when compared
to a baseline test with wideband stimuli. The reduction in performance was a function of azimuth
and was highest in the median plane. However, when the source was located away from the median
plane, subjects were able to estimate elevation, often with surprisingly good accuracy. Analysis of
the HRTFs reveals the existence of elevation-dependent features at low frequencies. The physical
origin of the low-frequency features is attributed primarily to head diffraction and torso reflections.
It is shown that simple geometrical approximations and models of the head and torso explain these
low-frequency features and the corresponding elevations cues. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1349185#

PACS numbers: 43.66.Qp, 43.66.Pn@DWG#

I. INTRODUCTION

It is well established that the interaural time difference
~ITD! and the interaural level difference~ILD ! provide the
primary cues for the horizontal localization of a sound
source, whereas the monaural spectral modifications intro-
duced by the pinna provide the primary cues for vertical
localization ~Middlebrooks and Green, 1991; Carlile, 1996;
Blauert, 1997; Wightman and Kistler, 1997!. Pinna effects
start to appear at frequencies around 3 kHz, where the wave-
length becomes comparable to the pinna size, with the so-
called ‘‘pinna notch’’ appearing within the octave from 6 to
12 kHz ~Shaw, 1997!. This supports the general belief that
the source must have substantial high-frequency energy over
a fairly wide band for accurate judgment of elevation~Rof-
fler and Butler, 1967; Gardner and Gardner, 1973; Butler,
1986; Asano, Suzuki, and Sone, 1990!.

The role of the torso in localization is less well under-
stood. The fact that the torso disturbs incident sound waves
at low frequencies has been recognized for a long time~Han-
son, 1944; Kuhn and Guernsey, 1983!. However, the effects
of the torso are relatively weak, and experiments to establish
the perceptual importance of low-frequency cues have pro-
duced mixed results. For example, Theile and Spikofski
~1982! concluded from their experiments that the torso does
not provide significant cues for front/back discrimination.
However, while agreeing that high-frequency spectral cues
are needed for front/back discrimination, Asanoet al. ~1990!

observed that front/back discrimination is significantly im-
proved when the subjects are provided with the correct low-
frequency spectrum.

The effect of the torso on vertical localization in the
median plane was first systematically investigated by Gard-
ner ~1973!, who observed that—although the subjective
sense of source location was greatly diminished when high
frequencies were removed—it was possible for some sub-
jects to localize sounds from loudspeakers located in the an-
terior median plane, despite the fact that the source had no
spectral energy above 4 kHz. Gardner also measured the
head-related transfer function~HRTF! of a mannequin, both
with and without pinna occlusion and with and without a
torso. By comparing the change in the response at118°
elevation to that at218° elevation, he concluded that the
pinna had no influence below 3.5 kHz, but that the torso
introduced important ‘‘clues of a secondary nature’’ between
0.7 and 3.5 kHz. However, he cautioned that the mere pres-
ence of elevation-dependent low-frequency spectral features
does not mean that they can be exploited by the auditory
system. Searleet al. ~1976! identified six localization cues in
their statistical model of human sound localization, and used
Gardner’s data to estimate the variance due to the torso re-
flection or ‘‘shoulder bounce.’’ They concluded that the
shoulder bounce provided by far the weakest elevation cue.

Kuhn ~1987! used a KEMAR mannequin with and with-
out pinnae and torso in a study of the behavior of the HRTF
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for all elevations in the median plane. He showed that me-
dian plane directivity is governed by specular reflection from
the torso at frequencies below 2 kHz and by complex pinna
phenomena for frequencies above 4 kHz. However, the ques-
tion of whether or not the low-frequency features provided
effective elevation cues was not addressed.1

Going outside the median plane, Genuit and Platte
~1981! showed that the torso introduced both direction- and
distance-dependent effects on the HRTF that are limited to
the spectral range below 3 kHz, and Genuit~1984! subse-
quently included separate torso and shoulder submodels in
his structural HRTF model. Brown and Duda~1998! ob-
served torso reflections in head-related impulse response
~HRIR! data, and also included a ‘‘shoulder echo’’ in their
structural HRTF model. However, that component was omit-
ted during their formal tests of the model because informal
listening experiments had indicated that the simulated torso
reflections did not have a significant effect on perceived el-
evation in the median plane.

This paper reports on psychoacoustic experiments with
individualized HRTFs that show that there are significant
elevation cues for sources having little high-frequency en-
ergy, but the source must be away from the median plane.
Some of the experiments used measured HRTFs, and others
used a simplified low-frequency HRTF model. The methods
used for the psychoacoustic experiments are described in
Sec. II. The experimental results obtained with measured
HRTFs are reported, analyzed, and discussed in Sec. III. Sec-
tion IV presents an analysis of the low-frequency character-
istics of HRTF that demonstrates that the pinnae do not con-
tribute to the HRTF at frequencies below 3 kHz. Simple
geometric models of the head and torso of each subject are
then developed and analyzed to establish that the head and
torso are the determinant contributors to the HRTFs at low
frequencies. Finally in Sec. V, the results of psychoacoustic
experiments with synthetic approximations and simple mod-
els of the head and torso are reported that confirm the con-
tributions of head and torso to the perceived elevation.

II. METHODS

A. HRTF measurements

The HRTFs employed in this study were measured using
the blocked-ear-canal technique~Møller, 1992; Algazi, Av-
endano, and Thompson, 1999!. The probe tubes of two Ety-
mōtic Research ER-7C microphones were attached to plastic
ear plugs, which were then inserted into the subject’s ear
canals. The subjects were seated and, to minimize head
movements, were asked to control their head position by
viewing their reflection in a mirror; however, they were not
otherwise physically constrained. The impulse responses
were obtained using Golay codes~Crystal River Engineering
Snapshot™ system!, played through Bose Acoustimass™
Cube speakers. The speakers were mounted on a 1-m-radius
hoop that was rotated about the subject’s interaural axis. The
sampling rate for the measurements was 44.1 kHz. To re-
move most room reflections, the resulting impulse responses

were windowed and truncated to a duration of 4.5 ms, and
were equalized to compensate for the loudspeaker and mi-
crophone transfer functions.

The geometry of the HRTF measurement apparatus
leads naturally to use of the interaural–polar spherical coor-
dinate system shown in Fig. 1. The origin of this spherical
coordinate system is at the interaural midpoint, which is usu-
ally somewhat below and behind the center of the head. The
azimuth angleu is measured between the median plane and a
ray from the origin to the source. An azimuth angle of190°
corresponds to the right side of the subject, and290° to the
left, with u50° defining the median plane. The elevation
anglef is the polar rotation angle, withf50° defining the
anterior horizontal half-plane. The elevation sequence290°,
0°, 90°, 180°, and 270° corresponds, respectively, to loca-
tions below, in front of, above, in back of, and below the
subject.2

The HRTFs were measured at 1250 locations in space,
with elevation increments ofDf55.625° for a range
245°<f<231° and at 25 different azimuth angles with a
5° spacing in the front, increasing towards the interaural
poles~Algazi et al., 1999!.

To a first degree of approximation, in this coordinate
system the ITD depends on azimuth alone~Searleet al.,
1976; Wightman and Kistler, 1997!. A surface of constant
interaural–polar azimuth is often called a ‘‘cone of confu-
sion.’’ Thus, in principle, knowledge of the ITD would allow
one to estimate the azimuth, and hence to constrain the loca-
tion of the source to a particular cone of confusion. For a
constant range, the source moves around a ‘‘circle of confu-
sion’’ which corresponds to the trajectory described by one
of the loudspeakers as the hoop rotates.

B. Subjects

Six subjects were tested, four males and two females
ranging in age from 20 to 42 years. None of the subjects was
related to the research and all had normal hearing. All sub-
jects were students or staff members at UC Davis, and had
no previous experience with listening tests.

C. Experiments

The experiments involved listening to simulated or vir-
tual auditory sources through headphones. The headphone
stimuli were produced by convolving a test signal with the
left and right impulse responses for each position tested, and
the subjects were asked to report the perceived elevation.

Localization accuracy was measured on the left side of
the subject in 16 different situations, one for each of the
possible combinations of the following three factors:

Azimuth angleu: 0°, 225°, 245°, 265°;
Source location: front, back;
Source bandwidth: 22 kHz, 3 kHz.

The aim of the experiments was to compare the accuracy
of the elevations reported by the subjects for full-bandwidth
sound sources with that for low-pass-filtered, limited-
bandwidth sources. In an ‘‘absolute-judgment’’ approach,
the subject listened to a presentation of a test signal and used
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a graphical interface to select any point on a circle that best
corresponded to the perceived elevation. To familiarize sub-
jects with the procedure, test sessions were preceded by a
brief description of the coordinate system and a presentation
of a subset of the stimuli. Subjects were asked to think of the
circle as a projection of the circle of confusion onto a plane.
To visualize this mapping, circles of confusion were con-
structed on the surface of a three-dimensional image of a
sphere, and subjects could immediately relate the circles to
the trajectories of the loudspeakers at the time when their
HRTFs were measured. To provide familiarization with the
procedure, each subject was allowed a brief time period in
which she or he could follow a marker on the circle and hear
the corresponding stimulus. Front and back locations were
tested separately and the subject always knew which condi-
tion prevailed.3

Each of the 16 situations was tested separately. For ex-
ample, a particular test might be for a low-pass-filtered
source at245° azimuth located in the front. For each test,
one of 12 elevation angles was randomly selected, subject to
the constraint that each angle would eventually be repeated
10 times. This gave a total ofn5120 responses per test

situation. When the source was in the front, the elevation
angles ranged from245° to 78.75° in 11.25° steps. Subjects
were allowed to respond with an elevation anywhere be-
tween290° and 90°. The mirror image locations were used
when the source was in back: 225° to 101.25° in211.25°
steps, and subjects could respond anywhere between 90° and
270°. Each test situation required approximately 15 min to
complete, with all 16 situations tested in about 4 h. To re-
duce fatigue, experiments were split into sessions of 2 h
each, performed on different days.

D. Stimuli

The 22-kHz test signal was a sequence of two Gaussian
noise bursts, sampled at 44.1 kHz and independently gener-
ated on each presentation. Each noise burst had a duration of
500 ms, with a 250-ms silent period between bursts. In ad-
dition, to increase the effective number of localization
‘‘looks’’ ~Buell and Hafter, 1988!, each noise burst was
100% amplitude modulated with a 40-Hz sinusoid, phased to
begin and end with zero slope. Thus, each noise burst was
essentially 20 bursts of 25-ms duration each. The 3-kHz test
signal was obtained by filtering the wideband signal with a
40th-order Butterworth low-pass filter having a 3-kHz cutoff
frequency. The convolution of the test signals with the
HRTFs was done numerically inMATLAB . In addition, the
resulting signals were filtered by a headphone compensation
filter designed following Møller’s procedure~Møller, 1992!.
The resulting sound files were played back through AKG
240-DF headphones using a PC equipped with a Turtle-
Beach Tahiti sound board. Although the energy in the test
signal was constant, the variation of the HRTF with eleva-
tion produced a corresponding small variation in loudness,
with an average SPL of 73 dB. Finally, the electrical signals
driving the headphones were analyzed with a spectrum ana-
lyzer to verify that nonlinearities or noise in the processing
and the hardware were not introducing spurious high-
frequency signals.

FIG. 1. The interaural–polar coordinate system. A surface of constant in-
teraural azimuthu is a cone of confusion, while a surface of constant inter-
aural elevationf is a half-plane through the interaural axis.

FIG. 2. Scatterplots for judged source
elevation versus actual elevation for
Subject S6 for a 22-kHz-bandwidth
source at four different azimuths. In
the top row the sound source was in
the front hemisphere, while in the bot-
tom row it was in back. Each plot
shows data for 10 judgments at each
of 12 different elevations, together
with the sample correlation coeffi-
cient. The performance is comparable
for all azimuths and hemispheres.
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III. EXPERIMENTS WITH MEASURED HRTFS

Scatterplots of experimental results for a typical subject
~S6! using full-bandwidth and 3-kHz low-pass stimuli are
shown in Figs. 2 and 3. The eight situations shown in Fig. 2
are for the 22-kHz-bandwidth source at the four different
azimuths. All eight cases are quite comparable, showing that
the accuracy of judging elevation was not particularly sensi-
tive to whether the source was in the median plane or on any
of the cones of confusion, or whether the source was in front
or in back. By contrast, Fig. 3 shows that when the maxi-
mum signal frequency was reduced to 3 kHz, performance
was very poor in the median plane, but improved at other
azimuths. Figure 4 shows similar 3-kHz bandwidth results
for another subject~S1!. Once again, the subject performed
very poorly in the median plane, and was more accurate in
the back than in front away from the median plane. While

wideband results confirm that high frequencies are the major
contributors to elevation perception, it is surprising that,
away from the median plane, one can still judge elevation
with a low-bandwidth source.

The effect of reducing the bandwidth can be measured
by the change in the sample correlation coefficient. For Sub-
ject S6 we observe that the degradation in the median plane
was about 90% in both hemispheres. The performance was
better for azimuths away from the median plane and was
better in back than in front. Figure 5 shows that this general
trend was exhibited by the majority of the subjects tested.
This figure compares side-by-side the sample correlation co-
efficients for full-bandwidth stimuli and for 3-kHz low-pass
stimuli for all subjects and all azimuths. The average corre-
lation coefficientr for all subjects is summarized in Table I
for both wideband and low-pass tests.

FIG. 3. Scatterplots as in Fig. 2, but
with the signal low-pass filtered to re-
move frequency components above 3
kHz. Performance in the median plane
(u50°) is severely degraded. As the
magnitude of the azimuth increases,
the performance improves, particularly
for sources in the back hemisphere.

FIG. 4. Scatterplots as in Fig. 3, but
for Subject S1. The performance is
generally similar. In both cases, per-
formance in the median plane is se-
verely degraded, but a good correla-
tion appears for sources away from the
median plane and in back.
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A standard significance test for the sample correlation
coefficientr is the Fisherz statistic,z50.5 ln(11r)/(12r); if
the true correlation coefficient isr and if the sample sizen is
greater than 10, this statistic is approximately normally dis-
tributed with mean 0.5 ln(11r)/(12r) and variance 1/(n
23) ~Cramer, 1946!. For our data, wheren5120, any cor-
relation whose magnitude is less than 0.18 is not statistically
significant at the 95% confidence level.

Analysis of the performance of individual subjects
shows that the correlation was always statistically significant
for the full-bandwidth source for all subjects. When the sig-
nal was low-pass filtered and the source was in the median
plane, the correlation was not significant for most subjects
and the degradation in performance was highest. When the
source was away from the median plane, the performance
improved, as shown in Fig. 5 and Table I, and was best in the
back.

Inspection of the scatterplots in Figs. 3 and 4 reveals a
significant amount of bias in the subjects’ estimates. To be
more specific, most of the time the subjects estimated the
virtual source location to be lower than it actually was. As a
measure of accuracy, the correlation coefficient is invariant
to bias, but the rms error includes it.4 Table II shows both the
bias and the rms error~in degrees!, averaged over all six
subjects for each experimental condition. The rms error for
random guessing between290° and190° is 51.96°, and the
rms values for low-pass stimuli in front or in the median
plane indicate performance at the chance level. However,
lower rms errors are achieved when the source is away from
the median plane and in back. Because bias contributed sig-
nificantly to the rms error, we believe that the correlation
coefficient is a better indicator that low-frequency informa-
tion is providing an elevation cue.

Finally, we observe that the results were subject depen-
dent. At the extremes, one subject performed poorly in both
the wideband and low-pass tests, while another subject had a
surprisingly good performance in all the low-pass tests, and
at 245° and265° in the back had an increase in rms error

from 20° to 23°~less than 20%! when the bandwidth was
reduced from 22 to 3 kHz.

IV. LOW-FREQUENCY HRTF ANALYSIS

The perceptual experiments in the previous section con-
firmed the existence of low-frequency elevation cues. The
physical sources of these cues are reflected in features
present in the HRTFs. Given the frequency range in which
these features appear, it is natural to assume that they are
caused by larger body structures such as the torso and head,
whose dimensions are comparable to the wavelengths in
question. Although Gardner~1973! and Kuhn~1987! showed
that the effects of the pinnae on the spectrum become notice-
able above 3.5 kHz, it was important to establish that they
were negligible below 3 kHz.

The hypothesis that the low-frequency elevation cues
were not due to the pinnae was tested in three ways:

~1! By analyzing and identifying features of measured
HRTFs obtained by including or removing different
body parts~pinnae or torso!;

~2! By synthesizing HRTFs based on simple torso and head
models and comparing such synthetic HRTFs to mea-
surements; and

~3! By psychoacoustic tests of perceived elevation for cus-
tomized approximations to the HRTFs that are based
solely on the geometry of the torso and of the head.

Several sets of HRTFs obtained by including or remov-
ing the pinnae and torso of a KEMAR mannequin were ana-
lyzed. The goal was to separate the effects of the different
anatomical structures and to isolate their partial contributions
to the low-frequency portion of the HRTFs. Strictly speak-
ing, these contributions cannot be isolated this way, because
the combination of structures does not imply the superposi-
tion of their acoustic fields. However, the effects of the torso,
head, and pinnae are sufficiently separated in time, fre-
quency, and spatial location that they can be observed by

FIG. 5. Comparison of low-pass and
full-bandwidth correlation coefficients
for all subjects. Black: full bandwidth;
gray: 3-kHz low pass. Values ofuru
above 0.18 are statistically significant
at the 95% level.

TABLE I. Average correlation coefficientr for four different azimuths. F5front and B5back.

Condition F, 0° B, 0° F,225° B, 225° F, 245° B, 245° F, 265° B, 265°

Wideband HRTF 0.86 0.75 0.90 0.87 0.89 0.88 0.82 0.83
Low-pass HRTF 0.19 0.10 0.39 0.35 0.40 0.57 0.24 0.58
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selecting the domain in which their individual influences
dominate.

A. HRTF data

Three sets of HRTFs of a KEMAR mannequin were
obtained by including or removing different anatomical
structures. The data sets were collected according to the
combinations shown in Table III.

The HRTFs of two human subjects were also measured.
For each subject, two HRTFs were measured, a standard
HRTF and a ‘‘pinna-less’’ HRTF, obtained by suppressing
the effects of the subjects’ pinnae. This was achieved by the
use of a rubber swimming cap that covered the outer ears.
Adhesive tape was placed on the pinna regions to further
smooth the surface. Microphone probe tubes were placed on
the outside surface of the tape at positions corresponding to
the ear canals. All measurements were made at the same
spatial locations and with the techniques described in Sec. II.

B. Contribution of the pinnae

The contribution of the pinnae to the HRTFs at low
frequencies can readily be evaluated on a KEMAR manne-
quin with removable pinnae. Figure 6 illustrates the elevation
dependence of the KEMAR HRTF with and without pinnae.
The measurements were made for the ipsilateral ear on a
cone of confusion atu5245°. The squared magnitudes of
the HRTFs were smoothed with simple auditory filters (Q
58) and the results were displayed as images. In these im-
age displays, the HRTF data at a particular elevation are
displayed along a vertical line, where the gray scale indicates
power in decibels. Because 90° elevation is in the center,
front/back differences are revealed as lack of bilateral sym-
metry in the images.

Clearly, the pinnae have a major effect on the spectrum
above 3 kHz, but relatively little effect below 3 kHz. Below
3 kHz, the average difference between the spectra with and
without pinnae is 0.86 dB. Thus, the pinnae do not appear to
contribute significant monaural cues below 3 kHz. However,
in both cases, one can see elevation-dependent, arch-shaped
notches in the spectrum that extend as low as 700 Hz. These
are potential sources of elevation information that are clearly
not due to the pinnae.

The contribution of the pinnae to binaural ILD cues at
low frequencies was also evaluated. The ILD was computed
as the difference between the right and the left dB values of
the smoothed HRTF spectra. For frequencies below 3 kHz, a
comparison of the ILDs of data set 1~both pinnae and torso
present! and data set 2~pinnae removed! in the cone of con-
fusion atu5245° is shown in Figs. 7~a! and~b!. The mag-
nitude of the ILD is shown in a gray scale as a function of

elevation and frequency. We also evaluated the ILD for two
human subjects. In Figs. 7~c! and ~d! we show the ILDs for
the one of these subjects. For the KEMAR mannequin and
for both of the two human subjects, the contribution of the
pinnae to the low-frequency ILD was insignificant.

The essential identity of the pinnae/no-pinnae ILDs pairs
for frequencies below 3 kHz was observed for all azimuths
and for all subjects. This is in agreement with the observa-
tion of Kuhn ~see Fig. 14 in Kuhn, 1977!, who attributed the
ILD variations he observed in this frequency range to the
torso.

C. Contribution of the torso

Now that it has been established that the effect of pinnae
is negligible below 3 kHz, what remains to be clarified is the
nature of the separate head and torso contributions to the
low-frequency cues. To this end we make use of the mea-
surements in data set 2~pinnae removed!. The removal of the
pinnae reduces the complexity of the HRIRs, particularly on
the contralateral side, and simplifies identification of the
head and torso contributions.

Figure 8 shows both the HRIR and the HRTF of KE-
MAR for an azimuth angle of245° with torso but no pinnae
~data set 2!. Both ipsilateral and contralateral responses are
displayed as functions of elevation and of time or frequency.
The ipsilateral HRTF image is clearly brighter than the con-
tralateral image, which is a consequence of the ILD at245°
azimuth. Notice that the ipsilateral HRTF data~the lower-left
panel! are actually the same as in the right panel in Fig. 6;
the difference in visual appearance is due to a combination of
~a! a linear instead of a logarithmic frequency scale, and~b!
a gray scale that encompasses both the high-amplitude ipsi-
lateral data and the low-amplitude contralateral data.

The HRIR images shown in Fig. 8~a! expose features of
the HRTF that are hard to see in the frequency domain, and
they deserve a more detailed description. In either image, an
impulse response at a particular elevation is displayed along
vertical line. To reduce the effect of the ILD on ‘‘washing
out’’ the contralateral image, the impulse responses were
scaled so that the maximum magnitude was unity for both
the ipsilateral and the contralateral ear. As the color bar on
the right indicates, bright values are positive and dark values
are negative. The gray band at the very top of either image

TABLE II. The average rms error and bias. W5wideband, L53-kHz low pass.

Condition F, 0° B, 0° F,225° B, 225° F, 245° B, 245° F, 265° B, 265°

W rms 25.8 27.9 25.7 22.0 27.7 21.9 28.3 22.3
W bias 5.8 5.5 7.2 5.4 9.8 5.5 6.6 3.7
L rms 55.9 57.5 51.8 47.3 50.0 40.0 53.3 37.1
L bias 18.4 21.8 20.3 18.0 18.3 15.5 19.4 13.2

TABLE III. KEMAR HRTF data sets.

Set Pinnae Torso

1 Yes Yes
2 No Yes
3 No No
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corresponds to the zero value before the impulse response
starts. The strong white band or ridge near the top corre-
sponds to the initial peak of the response. This peak was
actually ‘‘clipped’’ to allow the weaker parts of the impulse
to be visible. This initial ridge is horizontal in the ipsilateral
image because the time of arrival was the same for all eleva-
tions. The initial ridge occurs about 0.4 ms later in the con-
tralateral image than in the ipsilateral image, corresponding
to the ITD at245° azimuth. Note that the ITD is actually not
constant, but varies by about60.1 ms; this phenomenon is
discussed further in Sec. IV E.

The initial pulse is followed by a series of subsequent
pulses. We focus on the response of the ipsilateral ear
~upper-left panel of Fig. 8! because it is simpler than the
response of the contralateral ear. Probably the most promi-
nent feature is the pair of V-shaped ridges, one that is stron-
ger in the front and one that is stronger in the back. From the
way that these delays increase and then decrease with eleva-
tion, we infer that the reflections come from below the ears.
The delays are maximum for sound source locations above
the subject~at aboutf590°!. The maximum delay of about
1 ms corresponds to a distance of 33 cm, which is roughly
twice the distance from the ear canal to the shoulder. Thus,
the pattern of delays suggests that the reflections are indeed
due to a specular reflection from the torso. This was further
verified using data set 3, where removal of the torso resulted
in a loss of these reflections~compare the upper-right panel
of Fig. 8 and the upper-middle panel of Fig. 9!.

In the frequency domain the torso reflections act as a
comb filter, introducing roughly bilaterally symmetric, arch-
shaped periodic notches in the spectrum that are particularly
clear for the ipsilateral ear@see Fig. 8~b!#. The frequencies at
which the notches occur are inversely related to the delays,
and thus produce a pattern that varies with elevation. The
lowest notch frequency corresponds to the longest delay. De-

lays longer than a sixth of a millisecond will produce one or
more notches below 3 kHz and will contribute to the low-
frequency ILD of Fig. 7. Although the complexity of re-
sponse of the contralateral ear makes it somewhat difficult to
see, analysis of data set 3 in the frequency domain confirmed
that removing the torso indeed eliminated the large arch-

FIG. 6. Comparison of HRTF spectra. The left panel shows the spectrum
with the pinnae attached, and the right panel shows the effect of removing
the pinnae. The data are for the left ear atu5245°, so that these are
ipsilateral data. The measurements were smoothed by a constant-Q auditory
filter (Q58). The gray scale indicates the magnitude of the smoothed spec-
tra in decibels. The elevation-dependent arch-shaped patterns that are
present in both cases are due to head and torso effects. Notice that they
extend down to fairly low frequencies~below 3 kHz!.

FIG. 7. Comparison of ILDs with and without pinnae.~a! KEMAR with
pinnae;~b! KEMAR without pinnae;~c! Subject SA1;~d! Subject SA1 with
pinnae ‘‘removed.’’ Data shown foru5245° and frequencies below 3 kHz.

FIG. 8. ~a! HRIRs and~b! magnitude HRTFs for KEMAR with no pinnae.
The responses are shown for the cone of confusion atu5245° and fre-
quencies up to 15 kHz. In the time-domain plots the amplitude of the HRIRs
has been scaled to enhance the gray-scale image.
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shaped notches@compare the lower-right panel of Fig. 8~b!
and the lower-middle panel of Fig. 9~b!#.

The contralateral impulse response in the right panel of
Fig. 8~a! exhibits similar but weaker torso reflections, with
their corresponding notches in frequency domain. The con-
tralateral response displays other features, not explained by
torso reflections, that become visible because of the relative
weakness of the direct sound and torso reflections. These
features are considered further in Sec. IV E.

Next, we develop a simple geometrical model for the
torso that accounts for the delayed reflections.

D. Geometric model of the torso

Although the human torso does not have a regular shape,
it can be approximated by a simple ellipsoid, illustrated in
Fig. A1 in the Appendix. The choice of an ellipsoid is based
on analytical simplicity and its small number of parameters,
which can be related to and estimated from anthropometry
~height, width, depth!. An algorithm for computing the delay
D(u,f) of the torso reflection relative to the initial pulse as
a function of azimuth, elevation, and the geometrical param-
eters is outlined in the Appendix.

This algorithm was used to compute the delays using
anthropometric measurements for three subjects~KEMAR
and two humans!. Considering the simplicity of the model,
the resulting delays were remarkably close to the measured
data. Figure 10 compares the delays produced by the model
against the delays measured from the corresponding HRIR
data~data set 2—with torso but without pinnae!. The three
subjects exhibited different torso reflection patterns that de-
pended on body dimensions, and the anthropometry-based
geometric model was able to account for these differences.
Figure 10 shows that the behavior of the model follows the
measured data closely.

E. Contribution of the head

Given its size, the head is the other anatomical structure
that may contribute elevation-dependent features at low fre-

quencies. To isolate the effect of the head, we use measure-
ments with both the pinnae and torso removed. The resulting
ipsilateral response is rather featureless, because the energy
of the direct sound is large relative to the energy of the
secondary waves that are diffracted around the head~Aven-
dano, Duda, and Algazi, 1999!. Thus, here we focus on the
contralateral response.

Figure 9 displays contralateral HRTF data in data set 3
~both pinnae and torso removed! for three different azimuths
~225°, 245°, and265°!. The impulse response exhibits a
prominent X-shaped pattern, particularly away from the me-
dian plane@see Fig. 9~a!#. A simplified explanation is that the
incident sound wave travels to the contralateral ear by two
paths, one around the front of the head and the other around
the back~Duda and Martens, 1998!; the upper or primary
part of the X-shaped pattern arises from the shorter path, and
the lower or secondary part from the longer path.

As we noted earlier, the onset of the primary wave var-
ies slightly as a function of elevation, indicating some eleva-
tion asymmetry. This asymmetry has been discussed in
Duda, Avendano, and Algazi~1999!, where it was observed
that the ITD on a cone of confusion is actually not constant,
but can vary by as much as 0.12 ms as a function of eleva-
tion. For a spherical head, the HRTF can be computed ex-
actly from the head radius and the angle of incidence, the
angle between the source and the position of the ear canal
~Duda and Martens, 1998!. If the ear canals are diametrically
opposed, the primary and secondary waves would each have
the same delay for all elevations on a cone of confusion, and
no X-shaped pattern would be seen. However, an X-shaped

FIG. 9. ~a! Right HRIR data for the KEMAR head with no pinnae and no
torso.~b! Magnitude of the HRTF. Three azimuths on the contralateral side
are shown.

FIG. 10. Comparison of the delayD from the model~dashed! and the
measured subject data~solid!: ~a! KEMAR; ~b! Subject 1; and~c! Subject 2.
The delays are shown as functions of elevation for five azimuths in each
case.
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pattern appears if the ears are displaced. Several researchers
have noted that human ears typically lie behind and below
the horizontal axis~Genuit, 1984; Blauert, 1997!. Because
the interaural axis defines the axis of rotation, this displace-
ment causes the angle of incidence to change as the source
moves around the cone of confusion, with larger changes
occurring towards the contralateral hemisphere. Although
other factors, such as the nonspherical shape of the head, also
affect the time delay~Dudaet al., 1999!, the ear location is
particularly important.

F. Geometric model of the head

A simple spherical-head-with-offset-ears model is now
used to account for the features observed in Fig. 9. With this
model, both the ILD and the ITD vary on a cone of confu-
sion. The HRTF for the sphere is obtained from Rayleigh’s
infinite series solution to the equations for the diffraction of
sound by a sphere~Duda and Martens, 1998!. To compute
the transfer function from the source to the ear, three quan-
tities are needed: the distancer to the source, the angle of
incidencec, and the head radiusa1 @see Fig. 11~a!#. The
distance to the source was 1 m for our experimental data.
The angle of incidencec is the angle between the vectors̄ to
the source and the vectorē to the ear: c
5cos21@(s̄Tē)/is̄i iēi#, where s̄T is the transpose ofs̄ and r
5i s̄i is the length ofs̄ ~see Fig. 11!. The only anthropomet-
ric data needed are the head radiusa1 and the vectorē,
which is determined by the offsets of the ear downa2 , and
backa3 .

A comparison between the spherical head model with
size and offset parameters extracted from KEMAR~a1

58.5 cm,a253 cm, anda350.5 cm! and the data in data set
3 ~both pinnae and torso removed! reveals that the spherical-
head-with-offset-ears model provides a good approximation
to the elevation-dependent patterns in both the frequency and
the time domain~cf. Figs. 9 and 12!. Notice that the
X-shaped pattern due to the elevation-dependent onset and
secondary waves is introduced by the ear offset. As ex-
pected, some discrepancies remain, because neither a human
head nor KEMAR’s head is really spherical, and effects of
the neck have not been modeled. However, the basic
elevation-dependent features introduced by the head appear
to be captured.

V. EXPERIMENTS WITH A HEAD-AND-TORSO
APPROXIMATION

In Sec. IV, we demonstrated that a simple geometrical
head-and-torso~HAT! model accounts for the behavior of
the low-frequency experimental HRTFs. In this section, we
report on psychophysical experiments employing a classical
spherical-head model and an empirical torso-delay model.
Although this HAT approximation does not capture all the
details of the experimental HRTFs at low frequencies, it in-
corporates the principal subject-dependent effects of the
head, shoulders, and torso. Thus, the purpose of these new
experiments is to assess the elevation cues that are conveyed
by simple geometrical features, individualized for each sub-
ject.

The spherical-head model was computed from the
infinite-series solution to the problem of the scattering of
acoustic waves from a point source by a rigid sphere~Duda
and Martens, 1998!. The resulting HRTFHs( iv,r ,c,a1) de-
pends on the angular frequencyv, the distancer from the
center of the head to the source, the incidence anglec be-
tween the ear and the source, and the radiusa1 of the sphere.
The HAT model approximates the complete HRTF by as-
suming that the wave incident on the head is the sum of a
direct wave and a weaker torso reflection that arrives after a
delay D(u,f) that depends on azimuthu and elevationf.
For simplicity, it was assumed that the direct wave and the
torso reflection arrive from the same direction, so that the
HAT HRTF can be written as

HHAT~ iv!5a@11reivD~u,f!#Hs~ iv,r ,c,a1!,

wherer is the torso reflection coefficient, anda51/(11r)
is a scale factor that guarantees thatHHAT(0)51.5

The resultingHHAT was individualized for each of the
six subjects by making separate estimates for the various
parameters. For all subjects, we usedr 51 m, because that
was the range for the measured data, and for simplicity we
assumed thatr51/3, independent of direction or frequency.6

The head radiusa1 and the ear locations~which are needed

FIG. 11. Geometry for the head model. Here,s̄ is a vector from the center
of the head to the sound source,ē is a vector from the center of the head
through the entrance of the ear canal, andc is the angle between them. The
anthropometric parameters are the head radiusa1 , the downward offset of
the eara2 , and the backward offset of the eara3 .

FIG. 12. ~a! The HRIR and~b! the magnitude of the HRTF for the head
model at three different azimuths on the contralateral side. A comparison
with Fig. 9 shows a good general correspondence with the measured data.
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to calculate the incidence anglec! were individualized for
each subject by optimizing a least-squares fit to experimen-
tally measured ITD data estimated from individual HRIR
images like those shown in Fig. 8. We could have used the
ellipsoidal torso model to compute the delayD(u,f) of the
torso reflection, but, as Fig. 10 illustrates, that would have
introduced some additional error into the HAT approxima-
tion. Instead, we chose to determine the torso delays from
measurements taken from individual HRIR images.

The experiments conducted with the HAT approxima-
tion used the signals and methods described in Sec. II. As
before, a 3-kHz stimulus was produced by filtering the wide-
band, amplitude-modulated noise signal with a 40th-order
Butterworth filter having a 3-kHz cutoff frequency. That
low-pass signal was then convolved with the location-
dependent HAT HRTF approximation. Localization accu-
racy was measured in eight different situations, for azimuth
anglesu of 0°, 225°, 245°, 265°, using a source location
either in front or in back. The results for the HAT approxi-
mation could therefore be compared directly to the results
obtained for each subject’s measured HRTF with the same
3-kHz low-pass stimulus.

As a whole, the results of these experiments with the
HAT approximation complement and confirm the results ob-
tained with measured HRTFs. The results are summarized in
Table IV, which adds to Table I the correlation coefficient
for all eight conditions for the HAT approximation, averaged
over the six subjects used in the study. We note that the HAT
approximation and the measured HRTF gave quite similar
results. Performance in the median plane was very poor, and

the larger correlations occurred away from the median plane
and in the back.

However, examination of the details of individual results
reveals some interesting differences. For all subjects, the
HAT approximation provided a more consistent elevation
cue than the measured HRTFs. However, for some subjects
the correspondence between intended and perceived eleva-
tions was poorer when the HAT approximation was used.
These observations are exemplified by the experimental data
of Subject S6~Figs. 3 and 13! and Subject S1~Figs. 4 and
14!. These figures show that the HAT approximation led to
substantially less scatter of reported elevations for each tar-
get elevation than when the measured HRTF was used. How-
ever, with the HAT model, target elevations between 90° and
140° were not well discriminated, with the mean being
around 160° regardless of target elevation, while target el-
evations greater than 140° were more consistently and cor-
rectly reported. Thus, the linear correspondence between tar-
get and reported elevations that the correlation coefficient
measures is only a partial characterization of the differences
between the results for the measured HRTF and for the HAT
approximation.

VI. DISCUSSION AND CONCLUSIONS

The experimental results reported have clearly estab-
lished the existence of low-frequency cues for elevation that
are significant away from the median plane. The analysis of
the HRTFs has shown that the HRTF features below 3 kHz
are primarily due to the torso reflection and head diffraction,

TABLE IV. Average correlation coefficientr for four different azimuths. F5front and B5back.

Condition F, 0° B, 0° F,225° B, 225° F, 245° B, 245° F, 265° B, 265°

Wideband HRTF 0.86 0.75 0.90 0.87 0.89 0.88 0.82 0.83
Low-pass HRTF 0.19 0.10 0.39 0.35 0.40 0.57 0.24 0.58
Low-pass HAT model 0.11 0.16 0.25 0.47 0.42 0.66 0.05 0.47

FIG. 13. Scatterplots for the HAT
model, 3-kHz bandwidth, Subject S6.
A comparison with Fig. 3 where the
measured HRTF was used shows very
similar results. The ability to localize
in back actually appears to be better
than the performance with the mea-
sured HRTF. However, at azimuths of
225° and 245°, the HAT model
seems to lead to more of a bimodal
~low/high! response.
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while the pinnae do not contribute significantly at these low
frequencies. The torso reflection effects are stronger on the
ipsilateral side, while the head diffraction effects are stronger
on the contralateral side where the direct sound is attenuated
by the head. Further, it was shown that simple geometric
models for the head and the torso provide strong corrobora-
tion of the physical basis for low-frequency elevation cues.
The parameters of these models can be estimated from an-
thropometry to account for individual differences. A simple
head-and-torso~HAT! geometric model was used to synthe-
size approximate HRTFs. Below 3 kHz, the synthetic HRTF
was basically similar to the measured HRTF. Psychoacoustic
experiments were conducted with an individualized HAT ap-
proximation of low-frequency HRTF data. It was observed
that the approximate HRTFs provided low-frequency eleva-
tion cues that were just as effective as those provided by the
measured HRTFs.

This study did not systematically examine other possible
sources of low-frequency elevation cues. We now discuss
these briefly and speculate on their importance on the basis
of the results of this work. First, the changes of the ITD with
elevation that were discussed in Sec. IV E could provide el-
evation cues. However, these ITD deviations are significant
in only a fairly small range of spatial locations, and could not
by themselves explain the full range of low-frequency effects
observed. Second, timbre and loudness are monaural spectral
properties that vary with elevation. Based on the results re-
ported for the median plane in this and previous studies,
these physical variations are clearly ineffective as low-
frequency elevation cues. Finally, there are other larger ana-
tomical structures~such as the legs! that effect the HRTF at
low frequencies. Although not included in this paper, other
HRIR measurements with seated subjects reveal knee reflec-
tions at low elevations and in the front, but they vanished at
about 235° and occurred only in the front where low-
frequency elevation cues are weak. Thus, we believe that
knee reflections can at best provide very limited elevation
cues. An interesting unanswered question is the general ef-

fect of posture or of head rotation on low-frequency eleva-
tion cues.

The existence of low-frequency cues has implications
for the binaural simulation of virtual sources. Spherical head
models are commonly used to estimate the low-frequency
behavior of the HRTF; this work suggests that the torso pro-
vides additional cues that also should be taken into account.
Finally, recognition of the presence of low-frequency cues
provides a possible opportunity for enhancing elevation cues
for listeners with hearing loss at higher frequencies.
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APPENDIX: THE ELLIPSOIDAL TORSO MODEL

This Appendix explains the algorithm used to compute
the time delayD(u,f) for the torso reflection as a function
of the azimuthu and elevationf of the sound source. The
geometry for the ellipsoidal torso model is shown in Fig. A1,
which identifies the following anthropometric parameters:

a1—head radius;
a2—ear-canal offset down;
a3—ear-canal offset back;

FIG. 14. Scatterplots for the HAT
model, 3-kHz bandwidth, Subject S1.
A comparison with Fig. 4 where the
measured HRTF was used shows very
similar results. The greatest difference
occurs at large azimuth in front, where
very few low elevations were reported
with the measured HRTF. However,
elsewhere the results are quite compa-
rable.
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a4—distance from the center of the head to the top of the
torso;

a5—displacement of the head in front of the torso;
a6—torso half-height;
a7—torso half-width;
a8—torso half-depth.

In contrast to the spherical-head model, we do not at-
tempt to solve the wave equation for the ellipsoid, for which
there is no simple analytical solution. Instead, we assume
that the ellipsoid is a rigid surface and a specular reflector for
sound with suitably short wavelengths. This approach is jus-
tified by the data, which exhibit a strong isolated reflection
due to the torso. Thus, a ray-tracing algorithm is used to
compute the time delayD(u,f) of the torso reflection.

The algorithm can be outlined as follows. Given a sound
source at the points̄, the problem is to compute the pointp̄
on the surface of the ellipsoid where the reflection will occur,
and usep̄ to calculate the difference in path lengths to the
earsē for the direct and the reflected sound waves. The cal-
culation makes use of the vectorv̄5 s̄2 p̄ from the reflection
point p̄ to the sources̄. Once p̄ is determined, the torso
reflection delay is obtained by first computing the difference
between the path length for the direct and the reflected sound
from the source to the center of the head,d5i p̄i1i v̄i
2i s̄i , wherei p̄i is the length ofp̄. A correction based on
Woodworth’s formula~Blauert, 1997! is then applied to ac-
count for the additional distance of each component to the
ear positionē. The total delay is obtained asD(u,f)5(d
1dr1ds)/c wherec is the speed of sound in air~340 m/s!
anddr andds are the corrections for the diffraction around
the head for the reflection and the source, respectively. For
example, the correction for the direct sound can be computed
as ds5a1 sin(cs2p/2), wherecs is the angle between the
source vectors̄ and the ear vectorē. This formula gives
positive values for angles of incidence greater than 90°, and
negative otherwise. The same formula is applied to correct
the path length of the reflection.

The main problem is to compute the reflection pointp̄
on the surface of the ellipsoid for a given source locations̄.

Our approach is to work backwards, stepping systematically
across the surface of the ellipsoid at pointsp̄i to find the
source directions̄i that would cause a reflection at that point.
For a given p̄5 p̄i we apply Snell’s law to determine the
directionū of the incident sound vectorv̄5aū. To obtainū
we first compute the normal to the ellipsoid surface¹g at
point p̄, where the equation for the ellipsoid is written as

g~x1 ,x2 ,x3!5S x1

a7
D 2

1S x21a5

a8
D 2

1S x31a41a6

a6
D 2

51,

and thus the normal vector is

¹g52F x1

a7
2

x21a5

a8
2

x31a41a6

a6
GT

,

whereT is the transposition operator. We use¹g to resolve
p̄ into its normal and tangential components. The mirror
source about the tangential plane will have the same tangen-
tial component asp̄, while its normal component will be
opposite in direction. Thus

ū5 p̄22
p̄T¹g

i¹gi2 ¹g.

Once the direction vectorū is found, the source location can
be obtained by noting thats̄5 p̄1aū. To computea we use
the constraint that the range of the source is known. In this
case we assume that all source locations are on the surface of
a sphere with radiusr 51 m ~which is the case in our mea-
surements!. Thus, the constraint can be written asi p̄1 v̄i
5i p̄1aūi51, and the value ofa is computed as the posi-
tive root of

a5
2 p̄Tū6A~ p̄Tū!22i ūi2~ i p̄i221!

i ūi2 .

With values of vectorsp̄, v̄, ands̄, we can now compute the
torso delayD(u,f).

This procedure yields the values of the torso delay for
source locations which do not lie on a regular spatial grid
and that usually do not coincide with our measurement
points. We solve this final problem by applying an interpo-
lation procedure based on a spherical harmonic expansion.

1Only static localization cues are considered in this paper. Low-frequency
dynamic cues are also important. Perrett and Noble~1997! verified
Wallach’s hypothesis that horizontal head rotation can be used to resolve
front/back confusion as well as to determine the magnitude of the elevation
angle. Moreover, they showed that this dynamic cue requires the presence
of acoustic energy below 2 kHz. They observed in passing that, although
horizontal head rotation cannot resolve an up/down ambiguity in elevation,
their subjects were nonetheless able to tell if the source was above or below
the horizontal plane; they speculated that spectral cues created by the shoul-
ders and torso were responsible.

2Note that these angles are different from the angles in a conventional
vertical–polar coordinate system. In particular, a surface of constant
interaural–polar azimuth is a horizontal cone, while a surface of constant
vertical–polar azimuth is a vertical plane. The advantages of interaural–
polar coordinates were pointed out by Searleet al. ~1976!, and they have
also been used by Morimoto and Aokata~1984! and by Middlebrooks
~1999!. However, these authors have named the angles differently.
Morimoto and Aokata call 90°-u the ‘‘lateral angle’’ andf the ‘‘rising
angle,’’ while Middlebrooks callsu the ‘‘lateral angle’’ andf the ‘‘polar
angle.’’ At the risk of some confusion, we have chosen to retain conven-
tional terminology.

3As expected, front/back confusion was greater for low-pass stimuli than for

FIG. A1. Anthropometry for the torso model and related geometry.
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full-bandwidth stimuli~see Carlile and Pralong, 1994!. For some subjects,
the location of the low-pass-filtered sound always appeared to be in the
back.

4Some caution must be exercised in computing statistics for directional data
because of the 360° ambiguity~Mardia, 1972! and the possibility of up/
down as well as front/back confusion~Wenzel et al., 1993!. However,
because we separated front and back stimuli, and because the reported data
were confined to a semicircle, we computed the bias and rms error using
the target and reported angles as if they were rectangular coordinates. In
particular, the bias was computed as the average signed error, and the rms
error as the square root of the average of the squared error. The probable
presence of up/down confusion makes the resulting values a bit more pes-
simistic than necessary, but does not change the conclusion that the angular
errors are large.

5Mathematically, the HRTF is defined as the ratio of two transfer functions,
one from the source to the ear with the subject present, and the other from
the source to the location of the center of the head under free-field condi-
tions. For an infinitely distant source, these transfer functions become iden-
tical at very low frequencies, and the HRTF approaches 1~unity DC gain!.
However, at close ranges, the inverse square law results in a higher DC
gain for the ipsilateral ear and a lower DC gain for the contralateral ear
~Duda and Martens, 1998!. In our HAT model, these small differences are
ignored.

6Avendano, Algazi, and Duda~1999! describe a more elaborate torso model
in which the reflection coefficient varied with azimuth, elevation, and fre-
quency. The torso model used in this paper seems to produce similar el-
evation perceptions, and was chosen for its simplicity.
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Adaptive beamformers have been proposed as noise reduction schemes for conventional hearing
aids and cochlear implants. A method to predict the amount of noise reduction that can be achieved
by a two-microphone adaptive beamformer is presented. The prediction is based on a model of the
acoustic environment in which the presence of one acoustic target-signal source and one acoustic
noise source in a reverberant enclosure is assumed. The acoustic field is sampled using two
omnidirectional microphones mounted close to the ears of a user. The model takes eleven different
parameters into account, including reverberation time and size of the room, directionality of the
acoustic sources, and design parameters of the beamformer itself, including length of the adaptive
filter and delay in the target signal path. An approximation to predict the achievable signal-to-noise
improvement based on the model is presented. Potential applications as well as limitations of the
proposed prediction method are discussed and aFORTRAN subroutine to predict the achievable
signal-to-noise improvement is provided. Experimental verification of the predictions is provided in
a companion paper@J. Acoust. Soc. Am.109, 1134 ~2001!#. © 2001 Acoustical Society of
America. @DOI: 10.1121/1.1338557#

PACS numbers: 43.66.Ts, 43.60.Lq, 43.60.Gk@RVS#

LIST OF SYMBOLS

A,B,C,D models of impulse responses between acous-
tic sources and input of adaptive filter~cf.
Fig. 2!

ai i th coefficient of filterA
bi i th coefficient of filterB
c sound speed, m/s
d sum of both microphone signals, delayed by

D samples
d8 sum of both microphone signals
E$ % expected value
Fd coefficient to scale the direct portion of the

impulse responsesA andB
Fs coefficient to scale the reverberant portion of

the impulse responsesA andB
Fsample sampling rate51/Tsample, Hz
G0 magnitude of the first coefficient of the im-

pulse responsesA andB
G1 magnitude of the second coefficient of the

impulse responsesA andB
GnR impulse response between noise source and

output signal of right microphone
GnL impulse response between noise source and

output signal of left microphone
GsR impulse response between target signal

source and output signal of right microphone
GsL impulse response between target signal

source and output signal of left microphone

gnR,i i th coefficient of filterGnR

gnL,i i th coefficient of filterGnL

h noise reduction of the adaptive filter, defined
asE$d2%2E$e2%

k sample index
l n distance between noise source and center of

listener’s head, m
l s distance between target signal source and

center of listener’s head, m
n signal emitted by the noise source
N number of coefficients in the adaptive filter

W
N1,N2,NB,NS variances of noise signal at microphone 1,

microphone 2, sum of microphone signals,
and output of beamformer, respectively

P cross-correlation vector
Pi i th element of the cross-correlation vectorP
Pd/r direct-to-reverberant ratio of the noise signal

at location of the listener
Qd/r direct-to-reverberant ratio of the target sig-

nal at location of the listener
r c critical distance, m
R autocorrelation matrix
s signal emitted by the target source
S(q) ratio between rms value of a white noise sig-

nal in free field and on the surface of a rigid
sphere

S1,S2,SB,SS variances of target signal at microphone 1,
microphone 2, sum of microphone signals,
and output of beamformer, respectivelya!Electronic mail: martin.kompis@insel.ch
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T time constant for exponential decay of the
filter coefficients modeling reverberation in
impulse responsesA and B, in multiples of
the sampling periodTsample

Tr reverberation time of room, s
Tsample sampling period51/Fsample, s
V volume of room or enclosure, m3

W vector representing coefficients of the adap-
tive filter

W0 vector representing coefficients of the adap-
tive filter in the adapted state

x reference signal~difference of microphone
signals!

X vector of lastN values of signalx
y output of the adaptive filter

Greek

an azimuth of noise source
as azimuth of target signal source
D delay in target signal path betweend8 and d, in

samples
e output signal of the adaptive beamformer
s i

2 variance of thei th coefficient in filters A and B
q angle between point on surface of a rigid sphere and

direction of incidence of plane wave
gn index of directionality of the noise source
gs index of directionality of the target signal source

Note: All parameters are dimensionless, unless otherwise
noted

I. INTRODUCTION

Many users of cochlear implants and conventional hear-
ing aids complain about insufficient intelligibility of speech
in noisy situations, even if the performance of their aid is
satisfactory in quiet environments~Kochkin, 1993!. As many
hearing impaired listeners need significantly higher signal-
to-noise ratios~SNR! for satisfactory communication than
normal hearing listeners~Lurquin and Rafhay, 1996;
Valente, 1998!, numerous noise reduction methods for hear-
ing aids and cochlear implants have been proposed~Lim and
Oppenheim, 1979; Graupeet al., 1987; Soedeet al., 1993;
Bächler and Vonlanthen, 1995; Whitmalet al., 1996;
Vanden Berghe and Wouters, 1998!. Some of the most
promising noise reduction schemes assume that target signals
are emitted in front of the listener, while signals arriving
from other directions are considered to be noise~Peterson
et al., 1987; Soedeet al., 1993; Bächler and Vonlanthen,
1995!. Directional noise reduction methods have been shown
to improve SNR and to be of practical use for the hard-of-
hearing~Petersonet al., 1987; Greenberg and Zurek, 1992;
Kompis and Dillier, 1994; Valenteet al., 1995; Kochkin,
1996; Cochlear Inc., 1997; Gravelet al., 1999; Wouters
et al., 1999!. Several methods are known to achieve spatial
directionality. Besides the use of directional microphones,
the output signals of several~omnidirectional or directional!
microphones can be postprocessed using either fixed or
adaptive postprocessing~Soedeet al., 1993; Kompis, 1998!.
In fixed postprocessing, all transfer functions between the
microphone signals and the output are time independent. In
adaptive postprocessing, the coefficients of at least one filter
are continuously adjusted to optimize noise reduction in the
given environment. In general, adaptive beamformers
achieve higher noise reductions at the expense of higher
computational loads and greater system complexity~De-
Brunner and McKinney, 1995; Kates and Weiss, 1996;
Kompis et al., 1999; Kompiset al., 2000!.

While fixed beamformers have been theoretically ana-
lyzed and the achievable noise reduction can be predicted
based on these theoretical considerations~Cox et al., 1986;
Stadler and Rabinowitz, 1993!, predictions of the perfor-
mance of adaptive systems are rare~Widrow et al., 1975;

DeBrunner and McKinney, 1995!. To date, they do not take
into account the length of the adaptive filter and reverbera-
tion time of the environment, two factors which have been
found to be of major importance~Petersonet al., 1987;
Petersonet al., 1990; Kompis and Dillier, 1991; Greenberg
and Zurek, 1992; Dillieret al., 1993!. Most reports on adap-
tive beamformer applications provide experimental data us-
ing either speech recognition tests with normal hearing or
hearing impaired listeners~Petersonet al., 1987; Kompis and
Dillier, 1994; van Hoesel and Clark, 1995; Hamacheret al.,
1996; Welkeret al., 1997! or different measures related to
signal-to-noise ratio improvement~Greenberg and Zurek,
1992; Greenberget al., 1993; Dillier et al., 1993; Welker
et al., 1997; Kates, 1997!. It is difficult to compare the re-
sults of these reports because of the numerous differences in
the experimental setting, such as reverberation time, direc-
tionality of sound sources or filter adaptation. The effect of
each difference is hard to estimate because of the lack of a
theoretical background or sufficient experimental data. In
this report, the noise reduction that can be achieved by a
two-microphone adaptive beamformer~Griffiths and Jim,
1982; Petersonet al., 1987! is analyzed. An approximate
method to predict its noise reduction as a function of the
design parameters of the beamformer and the acoustic pa-
rameters of the acoustic environment including the sound
sources is derived. In Sec. II, the investigated adaptive beam-
former is defined. In Sec. III, the assumptions for the theo-
retical analysis are discussed. Models of the impulse re-
sponses between the acoustic noise sources and the
beamformer are presented in Sec. IV, and in Secs. V and VI,
an approximation to predict the achievable improvement in
signal-to-noise ratio is derived. Potential applications and
limitations of the presented method to predict SNR improve-
ments are discussed in Sec. VII. A short FORTRAN subrou-
tine which performs the calculation to predict SNR improve-
ment is included in the Appendix. Experimental verification
of the predictions is provided in a companion paper~Kompis
and Dillier, 2001!.

II. THE ADAPTIVE BEAMFORMER

Figure 1 shows a schematic diagram of the two-
microphone adaptive beamformer~Griffiths and Jim, 1982;
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Petersonet al., 1987! considered in this research. Note that
some researchers prefer the termGriffiths–Jim beamformer
to describe the same system.

Two omnidirectional microphones are mounted close to
the ears of a user. The sum and the difference of the two
microphone signals is calculated first. As the target signal
source is assumed to lie in front of the listener, the sumd8
will contain predominantly target signal, while the difference
signal x will contain mainly noise, as noise is assumed to
arrive from other directions. A finite-impulse response struc-
tured adaptive filterW transformsx in such a way that it can
serve as a model of the remaining noise ind. The resulting
signaly can then be directly subtracted fromd, yielding the
output e. The coefficients of the adaptive filter are updated
by a least-mean-squares~LMS! algorithm ~Widrow et al.,
1975! which minimizes the total variance of the output sig-
nal. The LMS algorithm relies on the assumption that target
and noise signals are uncorrelated. The delay in the target
signal path betweend8 and d can be adjusted to optimize
noise reduction. Typically, the length of the adaptive filter is
chosen in the range of 10–50 ms, and delay is set to 25%–
50% of the filter length~Petersonet al., 1987; Kompis and
Dillier, 1991; Greenberg and Zurek, 1992; Dillieret al.,
1993; Kompis and Dillier, 1994!.

The adaptive beamformer minimizes the variance of any
signal of which a—possibly linearly transformed—copy is
present in the reference signalx. Due to reverberation and
misalignment of the target signal source with respect to the
microphones, in most practical situations a part of the target
signal will be present in the reference signalx. To prevent
target signal cancellation, several algorithms, which stop fil-
ter adaptation when a target signal is detected, have been
proposed~Van Compernolle, 1990; Greenberg and Zurek,
1992; Kompis and Dillier, 1994; van Hoesel and Clark,
1995; Kompiset al., 1997!. Using one of these algorithms,
filter adaptation is limited to time segments in which no tar-
get signal is present, e.g., the numerous short pauses that
occur in the running speech of a target speaker.

III. MODEL ASSUMPTIONS

To predict the SNR improvement that can be achieved
by the adaptive beamformer, a simplified model of the
acoustic setting is assumed as follows~cf. the left-hand side
of Fig. 1 for a graphic representation!. A listener in a rever-
berant room faces a single target signal source. A second
acoustic source, emitting the noise signal, is placed at an

azimuthan from the listener, wherean is large enough to
give rise to a difference in the time of arrival of the noise
signal between the two microphones of at least one sampling
period Tsample. No movement of either the listener or the
sound sources is allowed. The directionality of the acoustic
sources is described by the index of directionalitygn for the
noise source andgs for the target signal source, defined as
the ratio between the signal intensity emitted in the direction
of the listener to the intensity of a hypothetical omnidirec-
tional source with the same total acoustic output power~De-
Brunner and McKinney, 1995!. The head of the listener is
modeled as a rigid sphere of 9.3 cm in radius, as proposed by
Kuhn ~1977! and used in an earlier study~Kompis and
Dillier, 1993!. Two omnidirectional microphones are
mounted on the surface of the rigid sphere opposite each
other, serving as inputs to the adaptive beamformer. The
acoustic properties of the room are defined by any two of the
three parameters volumeV, reverberation timeTr , and criti-
cal distancer c . Reverberation time is defined as the time
required for the reverberant signal to decay by 60 dB. The
critical distance is defined as the distance from an omnidi-
rectional acoustic source at which the direct-to-reverberant
ratio is 1. The relationship between these parameters can be
approximated by

r c'A6 ln 10

4pc

V

Tr
, ~1!

wherec is the sound speed~Zwicker and Zollner, 1984!. For
the calculations in the Appendix, a sound speed ofc
5340 m/s is assumed. Both the noise and the target signal
source are assumed to emit white noise, with the signals of
the two sources being uncorrelated. The adaptive beam-
former processing the two microphone signals is configured
as shown in Fig. 1 and defined by its sampling rateFsample,
the number of coefficientsN of the adaptive filter, and the
number of samplesD of delay in the target signal path be-
tweend8 andd. A perfectly adapted filter is assumed, i.e., it
is assumed that filter adaptation took place in the absence of
the target signal and the coefficients of the adaptive filter
have converged to their optimal state. The state of the adap-
tive filter is assumed to be frozen at the end of adaptation, so
that only the noise signal, but not the target signal, has had
an influence on the filter coefficients.

In principle, no restrictions are imposed by the model on
the variances of either the noise or the target signal. How-
ever, in order to simplify calculations and without loss of

FIG. 1. Schematic diagram of the adaptive beamformer
in the acoustic environment used to predict SNR im-
provements.
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generality, it is assumed that the variance of the noise signal
n(k) equals 1, and room transfer functions are scaled in such
a way as to let the variances of the noise signal equal 1 in
both the sum signald(k) and the difference signalx(k).
Similarly, i.e., in order to simplify calculations and without
loss of generality, the variance of the reverberant portion of
the target signal at either microphone is assumed to be 1.
Clearly, some of the above-mentioned assumptions are more
limiting than others. The assumptions on the variances of the
target and noise signals exclude situations without any rever-
beration. To generate a difference of at least one sampling
period, at a sampling rate of, e.g.,Fsample510 kHz, the mini-
mum azimuth of the noise source must be roughly 10°,
which does not seriously limit general applicability. The
model requires that the signals of both acoustic sources are
white noise. Furthermore, effects of the frequency depen-
dence of the acoustic diffraction by the head of the listener of
the directionality of the sound sources are not taken into
account. While this is clearly unrealistic in light of the pre-
dominantly low-frequency speech and noise sounds, which
are to be expected as input signals in a hearing aid applica-
tion, this assumption becomes more acceptable when consid-
ering that the most frequently used adaptation algorithm, the
LMS algorithm~Widrow et al., 1975!, minimizes total signal
variance, i.e., the spectral components of a noise signal are
reduced according to their relative power. Therefore, in nu-
merous realizations of the adaptive beamformer, microphone
signals are prewhitened by usually 6 dB per octave to ac-
count for the importance of the spectral components with
respect to speech intelligibility~Petersonet al., 1987; Dillier
et al., 1993; Kompis and Dillier, 1994; Welkeret al., 1997!.
Usually, changes introduced by these pre-emphasis filters are
compensated by a de-emphasizing filter in the output path of
the adaptive beamformer~Kompis, 1998!. With these provi-
sions, the spectra of the practically important speech signals
actually being processed by the beamforming algorithm ap-
proach the white spectra of the model. Although it can be
shown that broadband SNR improvement corresponds
closely to an intelligibility-weighted measure of speech-to-
interference ratio gain~Greenberget al., 1993! in numerous
realistic experimental settings~Kompis and Dillier, 2001!,
the noninclusion of frequency dependence remains a limita-
tion of the model. In the model of the listener, no pinnae or
shoulders are accounted for. This simple model has been
verified earlier and seems to be sufficient for a number of
hearing aid applications~Kompis and Dillier, 1993!. As there
are several ways to mount hearing aid microphones with re-
spect to the pinnae, and as the presented model does not
generally take into account frequency dependence, the inclu-
sion of pinnae or shoulder effects into the model does not
seem to be justified. Again, however, the noninclusion of the
alterations in the frequency spectra due to the head of the
listener may be a limiting factor for a number of applica-
tions.

Although the two assumptions that~a! the filter has been
adapted in the absence of the target signal and is~b! perfectly
adapted cannot be expected to be met perfectly in real situ-
ations, these assumptions are reasonably realistic for many
practical applications. Several target-signal detection/

adaptation-inhibition algorithms have been proposed and
used in experiments~Van Compernolle, 1990; Greenberg
and Zurek, 1992; Kompis and Dillier, 1994; van Hoesel and
Clark, 1995; Kompiset al., 1997!. Using one of these algo-
rithms, it can be assumed that the target signal does not
significantly influence filter adaptation and filter adaptation
takes place in the presence of the noise signal only~Kompis
et al., 1997!. At filter lengths of 10–50 ms, which are usually
used for adaptive beamformers, short adaptation time con-
stants on the order of magnitude of 0.1 s~Dillier et al., 1993;
Kompis and Dillier, 1994! can be combined with small con-
vergence errors. Therefore, the coefficients of the adaptive
filter can be reasonably expected to have converged, e.g.,
during the short pauses between the first words of an utter-
ance of a target speaker.

IV. MODELING OF THE IMPULSE RESPONSES
BETWEEN THE ACOUSTIC SOURCES AND THE
MICROPHONES

The transfer functions between the two acoustic sources
and the two microphones can be modeled as impulse re-
sponsesGnR, GnL , GsR, and GsL , respectively. The first
subscript~n or s! marks the source~noise or target signal!,
the second subscript~L or R! marks the left or right micro-
phone. These impulse responses account for all effects of
source directionality, room reverberation, and sound diffrac-
tion by the listener’s head. For the analysis in Sec. V, it is
convenient to convert these impulse responses into four
slightly different impulse responsesA, B, C, and D as fol-
lows:

A5GnR1GnL5~a0 ,a1 ,a2 ,...!,

B5GnR2GnL5~b0 ,b1 ,b2 ,...!,
~2!

C5GsR1GsL ,

D5GsR2GsL .

Using this definition, the calculation of the sum and differ-
ence of the microphone signals at the first stage of the adap-
tive beamformer is already included inA, B, C, and D, as
shown schematically in Fig. 2.

While the impulse responses between thetarget sound
source and the microphones do not influence filter adaptation
and can therefore be handled in a simplified manner in Sec.

FIG. 2. Relationship between the transfer functionsGnR , GnL , GsR, and
GsL andA, B, C, andD.
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VI, a more detailed model of the impulse responses between
thenoisesource and the beamformer~i.e., GnR, GnL , A, and
B! is required. These impulse responses are modeled by add-
ing the direct response of the microphone which is closer to
the noise source in coefficient 0, the direct response to the
microphone farther away from it in coefficient 1, and the
reverberation in coefficients 2 through̀, as depicted in Fig.
3. In general, the difference in the time of arrival between the
two microphones will not be exactly one sampling period
Tsampleas modeled, but usually larger, e.g., four samples at a
sampling rate ofFsample510 kHz and an azimuth ofan

545° ~differences smaller thanTsampleare excluded by the
model definitions in Sec. III!. It was found that larger differ-
ences are negligible as long as the adaptive filter is much
longer than the difference in the time of arrival. In most
practical applications, filters are 10–100 times longer than
the time-of-arrival difference of the noise sound and this pre-
requisite is met.

The size of the first two coefficients is a function of the
angle of incidence of the direct, nonreverberated portion of
the noise signal. The total rms value of a white noise signal
at a point on the surface of a rigid sphere at an angleq with
respect to the angle of incidence and relative to the root-
mean-square value of the same white noise in free field can
be calculated from the formulas provided, e.g., by Schwarz
~1943! or Morse~1983!. Figure 4 shows the resulting func-
tion S(q) for a rigid sphere with a radius of 9.3 cm for three
different frequency bands of 0–2.5, 0–5, and 0–10 kHz,
corresponding to sampling rates of 5, 10, and 20 kHz, if ideal
nonaliasing filters are assumed. The differences between the
three curves arise because of the more pronounced diffrac-
tion of the high frequency components of the signals.

UsingS(q), the first two coefficients ofA andB can be
written as

a05b05G05S~p/22an!Fd ,
~3!

a152b15G15S~p/21an!/Fd ,

where Fd is a constant, the value of which will be deter-
mined shortly to account for the direct-to-reverberant ratio
Pd/r of the noise signal. All other coefficients, i.e.,ai ,bi ,i
>2, representing the reverberant part of the room filter are
modeled as a series of independent, normally distributed ran-
dom variables, where

E$aiaj%5E$bibj%5H 0, iÞ j

s i
2, i 5 j

,

~4!
E$aibj%50

holds for all i and j. Note that for any given acoustic setting,
A andB are linear impulse responses with fixed, well-defined
and time-independent valuesai andbi for all i. However, as
the exact values of everyai and bi for the reverberant part
( i>2) are neither known nor required for the following
computation, only some relevant statistical properties of the
coefficients are used. Nevertheless, the underlying impulse
responses are time invariant and linear. The variances i

2 de-
creases exponentially with the indexi as the reverberant por-
tion of the signal decays exponentially:

s i
25Fse2 i /T, ~5!

whereFs is another newly introduced coefficient to account
for the correct direct-to-reverberant ratio andT is a time
constant~dimensionless, in multiples of the sampling period
Tsample!.

To complete the model of the impulse responsesA and
B, the three newly introduced variablesT, Fd , andFs must
be calculated first. To derive the value of the dimensionless
time constantT from the reverberation timeTr and the sam-
pling periodTsample, the definition of the reverberation time
~i.e., time required for the reverberant signal to decay by 60
dB! can be used:

e2Tr /TTsample510260/10 ~6!

from which T can be calculated as

FIG. 3. Schematic representation of the model-transfer functionsGnR , GnL ,
A, andB between noise source and the adaptive beamformer. The solid lines
represent the directly incident portions of the noise signal, hatched areas
represent the reverberant response.

FIG. 4. Sound pressure at the surface of a head-sized (r 59.3 cm) rigid
sphere as a function of the angle of sound incidenceq. S(q) represents rms
values relative to free field, for white noise processed by three different
low-pass filters.
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T5
TrFsample

6 ln~10!
. ~7!

The direct-to-reverberant ratioPd/r of the noise signal at the
location of the listener can be estimated as

Pd/r5S r c

l n
D 2

gn . ~8!

Using the two coefficientsFd andFs , it is possible to
adjust the direct-to-reverberant ratioPd/r correctly,

G0
21G1

2

( i 52
` s i

2 5Pd/r , ~9!

and at the same time guarantee that

(
i 50

`

ai
25(

i 50

`

bi
25G0

21G1
21(

i 52

`

s1
251 ~10!

as stated in Sec. III in order to keep calculations in the fol-
lowing sections as simple as possible. Using the identity

(
i 5M

N

e2 i /T5
e2M /T2e2~N11!/T

12e21/T ~11!

it can be found that

Fd5A Pd/r

~11Pd/r!~S2~p/22an!1S2~p/21an!!
, ~12!

Fs5
12e21/T

~11Pd/r!e
22/T

. ~13!

V. APPROXIMATE SOLUTION FOR THE AMOUNT
OF NOISE SUPPRESSION BY THE ADAPTIVE FILTER

In this section, an approximate solution for the amount
of noise reductionh provided by the adaptive filter, defined
as

h5E$d2%2E$e2%, ~14!

is derived. The noise reductionh for an ideally adapted filter
can be calculated analytically if the delayed sum signald(k)
and the reference signalx(k) are known. The derivation of
the corresponding equations can be found in standard text-
books ~e.g., Widrow and Stearns, 1985! on adaptive filters
and is not repeated here. To calculate theapproximatenoise
reduction for the problem of the adaptive beamformer in a
reverberant room, the following definitions are needed. LetX
be a vector of the lastN samples in the reference signalx,
whereN is the number of coefficients in the adaptive filter.
Then an autocorrelation matrixR can be defined as

R5E$X•XT%, ~15!

where the superscriptT stands for transposition andE$ %
denotes the expected value over time. Similarly, let the
cross-correlation vectorP be

P5E$X•d%5F P0

P1

]

PN21

G . ~16!

Using these definitions, the vectorW0 containing theN
filter coefficients of the ideally adapted filter for which the
variance of the output signalE$e2(k)% becomes minimal can
be written as

W05R21P. ~17!

The noise reductionh can then be expressed as

h5E$d2%2E$e2%5W0TP5PTR21P. ~18!

For the investigated problem, signalsx and d are not
known. However, as the source signaln is known to be white
noise signal with variance 1, the samples ofn are known to
be statistically independent. Using the coefficientsai andbi

of the impulse responsesA andB, the elements of the cross-
correlation vectorP can then be written as

Pi5 (
k5max~0,D2 i !

`

ak•bk2 i 1D . ~19!

As long as the samples of the noise signal remain statis-
tically independent in the reference signalx(k), i.e., after
modification by the impulse responseB, the autocorrelation
matrix R can be approximated by the identity matrixI,

R'I . ~20!

However, this approximation is reasonably accurate only for
low direct-to-reverberant ratiosPd/r of the noise signal,
where the statistically independent coefficients of the rever-
berant response dominate the impulse responseB. At high
direct-to-reverberant ratios of the noise signal,B and there-
fore x(k) are dominated by the directly incident noise por-
tions and the assumption of statistically independent samples
x(k) is violated. It can be shown~Kompis and Dillier, 2001!
that the given approximation is reasonably accurate for
direct-to-reverberant ratios of the noise signalPd/r

,13 dB. Using this approximation and Eqs.~18!1~19!, the
noise reductionh could be calculated if all model coefficients
ai andbi were explicitly known. Except fora0 , a1 , b0 , and
b1 however, only the expected value, which is zero, and the
expected variance, which iss i

2, are known. Thereforeh can-
not be calculated, but its expected valueE$h% can be ap-
proximated by

E$h%5E$PTR21P%' (
i 50

N21

E$Pi
2%. ~21!

There is a meaningful interpretation of this equation. To
simplify the discussion, let the delay in the target signal path
D equal zero for this paragraph only. Equation~21! shows
that in order to calculate the expected value of the noise
reductionh, N positive valuesE$Pi

2% are summed, thus in-
creasing the noise reductionh with the length of the adaptive
filter @Pi can never equal zero because of Eq.~19!#. Using
the program in the Appendix it can even be shown thatE$h%
approaches 1~i.e., perfect noise cancellation! for any rever-
beration time with increasing filter lengthsN, as long as the
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directly incident portion of the sound remains negligible.
From the schematic representation of the impulse responses
A and B and the definition ofPi in Eq. ~19! it can be seen
that in environments with short reverberation timesTr , only
the first few coefficientsai and bi will contribute signifi-
cantly to Pi

2, and Pi
2 will therefore only contribute signifi-

cantly toE$h% for small values of the indexi. Calculating the
contribution of the terms with large values of the indexi is
equivalent to shifting the impulse responsesA andB signifi-
cantly with respect to each other before multiplying and
summing the corresponding coefficients in Eq.~19!. There-
fore, in situations with short reverberation times, after the
first few terms in Eq.~21!, E$h% will increase only very
slowly with N, meaning that already short adaptive filters can
significantly reduce noise. For long reverberation times, the
reverberant tails in Fig. 3 become long as well, but the first
few coefficientsai and bi are smaller than for short rever-
beration times because of Eq.~10!. This means that the con-
tribution of the first few of theN filter coefficients of the
adaptive beamformer are smaller than at short reverberation
times, but the increase in noise reduction of theN11st co-
efficient of the adaptive filter is larger for largeN and longer
filters will be needed to reach the same amount of noise
reduction. At high direct-to-reverberant ratiosPd/r of the
noise source, the first two coefficients inA and B (a0 , a1 ,
b0 , and b1! representing the direct response are large, and
the effect is similar to that of shortening reverberation time.
Because of the approximation@Eq. ~20!# used, Eq.~21! is
only valid if the Pd/r is small, i.e., less than approximately
13 dB ~Kompis and Dillier, 2001!. This is a new assumption
which was not discussed in Sec. III and which limits the
range of applicability of the given analysis. As a conse-
quence, achievable gains in signal-no-noise ratio will be un-
derestimated for situations with high direct-to-reverberant ra-
tios of the noise source. Consequences will be discussed in
Sec. VII.

To estimateE$h%, each of theN terms of the sum in
Eq. ~23! must be calculated first. Each term is itself a
sum, which can be conveniently split into three terms as
follows:

E$Pi
2%5EH S (

k5max~0,D2 i !

`

ak•bk2 i 1DD 2J
5EH S (

k5max~0,D2 i !

`

ak•bk2 i 1DU
k,2∧

k2 i 1D,2
D 2J

1EH S (
k5max~0,D2 i !

`

ak•bk2 i 1DU
k,2%

k2 i 1D,2
D 2J

1EH S (
k5max~0,D2 i !

`

ak•bk2 i 1DU
k>2∧

k2 i 1D>2
D 2J

5wdd~ i !1wdr~ i !1w rr~ i !. ~22!

The three portions cover the terms concerning the di-
rectly incident portion of the noise only (wdd), the terms
concerning the reverberant terms only (w rr), and the mixed

terms (wdr). As a0 , a1 , b0 , and b1 are explicitly known
from Eq. ~4!, wdd can be directly calculated as follows:

wdd~ i !5H ~G0
22G1

2!2, u i 2Du50

~G0•G1!2, u i 2Du51

0, u i 2Du>2.

~23!

For the mixed termwdr the properties

E$~j11j2!2%5E$j1
2%1E$j2

2%,
~24!

E$~j1•j2!2%5E$j1
2%•E$j2

2%,

of any two independent random variablesj1 and j2 can
be used, as allai and bi are independent of each other
for i>2 and independent fromG0 and G1 . The result
yields

wdr~ i !5 (
k5max~0,D2 i !

`

E$ak
2%•E$bk2 i 1D

2 %U
k,2%

k2 i 1D,2

5H 0, u i 2Du50
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2
•s u i 2Du11

2 , u i 2Du51

G0
2
•s u i 2Du

2 1G1
2
•s u i 2Du11

2 , u i 2Du>2.
~25!

Similarly, using Eq.~11!, the reverberant termw rr can be
calculated as

w rr~ i !5 (
k5max~0,D2 i !

`

E$ak
2%•E$bk2 i 1D

2 %U
k>2∧

k2 i 1D>2

5 (
k52

`

sk
2
•sk1uD2 i u

2

5

Fs
2 expS 2

41uD2 i u
T D

12e22/T
. ~26!

By substituting Eqs.~23!, ~25!, and ~26! into Eq. ~22!,
using Eq. ~21! an approximation forE$h% can now be
calculated.

VI. IMPROVEMENT OF THE SIGNAL-TO-NOISE RATIO

To estimate SNR improvement, the level of the target
signal and of the noise signal will be compared at the fol-
lowing four different points of the signal processing chain
~cf. Fig. 1! of the adaptive beamformer:~i! at the microphone
with the less favorable SNR lying closer to the noise source
~index 1!, ~ii ! at the microphone with the more favorable
SNR lying farther away from the noise source~index 2!, ~iii !
after summation of both microphone signals, i.e., signald8 in
Fig. 1 ~index S!, and~iv! at the output of the adaptive beam-
former, i.e., signale in Fig. 1 ~index B!. By calculating the
SNRs in those four signals, the SNR improvement of the
adaptive beamformer can be related to either microphone
signal or to the SNR gain of a simple fixed two-microphone
beamformer~Kompis and Diller, 1994!, in which both mi-
crophone signals are summed.
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To calculate the level of the target signal in these four
signals, the direct-to-reverberant ratio of the target signal
Qd/r at the location of the listener can be estimated—in anal-
ogy to Eq.~8!—as

Qd/r5S r c

l s
D 2

•gs . ~27!

As discussed in Sec. V, reverberation must be present for the
approximation~20! to be valid. Without loss of generality,
the variance of the reverberant portion of the target signal
can therefore be set to 1, and the total variance~i.e., includ-
ing the directandreverberant portions! of the target signal in
the two microphones becomes

S15S2511Qd/r . ~28!

By adding both microphone signals, which corresponds
to the signal processing of a part of the front end of the
adaptive beamformer, thevarianceof the ~uncorrelated! re-
verberant portion is doubled, while, assuming perfect align-
ment of the target source, theamplitudeof the direct portion
of the sound is doubled, and therefore its variance is multi-
plied by a factor of 4. However, this is only true for perfect
alignment of the target signal source with respect to the mi-
crophones. In a realistic setting, e.g., for head-sized spacing
between the microphones and for a sampling rate of, e.g.,
Fsample510 kHz, this is valid for azimuths of the target sig-
nal sourceaS523°...13°. If the misalignment gives rise
to a time difference of more than approximatelyTsample,
which in the above-mentioned example occurs ataS.10°,
uncorrelated samples of the white noise signal will add up
and the variance of the direct portion of the signal is only
doubled. To account for this effect, an alignment factorA is
introduced, which can be assessed experimentally in
anechoic environments and will, for white noise, yield values
in the range of 4~perfect alignment! down to approximately
2 ~no alignment!. The variance of the target signal portion in
the sumd8 can thereby be written as

SS521A•Qd/r . ~29!

Similarly, the variance of the target signal in the reference
pathx becomes

SD521~42A!•Qd/r . ~30!

As, according to the model assumptions, noise and tar-
get signal are uncorrelated and as the filterW was adapted in
the absence of the target signal, the variance of the target
signal portion in the reference signalx will increase by the
factor ofW0TW0 at the output of the adaptive filter~signaly!.
Using Eq.~17! and approximations~20! and~21!, this factor
can be shown to be equal toE$h%. The variance of the target
signal at the outpute of the adaptive beamformer can now be
written as the sum of the variances of the filtered reference
signaly and the delayed sum signald,

SB5SS1E$h%•SD . ~31!

So much for the target signal. As to the signal of the noise
source, its variance in the sum signald8 can be set to 1
without loss of generality:

NS51. ~32!

The variance of the noise signal at the output of the beam-
former can then be written as

NB512E$h%. ~33!

The variance of the reverberant portion of the noise in
the microphone signals is on average1

2 of that of the sum
signal, the direct portion of the noise is not changed, thus

N15
1

2
•

1

Pd/r11
1G0

2, N25
1

2
•

1

Pd/r11
1G1

2. ~34!

Now the improvement in SNR at the output of the adaptive
beamformer, when compared to the SNR the microphone
with the less favorable SNR (V1), to the microphone with
the more favorable SNR (V2), or when compared to the two
microphone fixed beamformer (VS) can be calculated as fol-
lows:

V1510 log10

SB•N1

NB•S1
,

V2510 log10

SB•N2

NB•S2
, ~35!

VS510 log10

SB•NS

NB•SS
.

TheFORTRAN subroutine provided in the Appendix performs
all computations necessary to determine all three SNR im-
provements in Eq.~35!.

VII. DISCUSSION

The presented procedure used to estimate the SNR im-
provement of an adaptive beamformer in the given model
setting is based on a number of assumptions and approxima-
tions. Its applications are therefore limited. A set of under-
lying assumptions have been listed and discussed in Sec. III.
One additional limitation concerning the range of validity of
the predictions is not listed in Sec. III, as it is not a conse-
quence of the underlying model but rather of the approxima-
tion used in Eq.~20!. For this approximation to be appli-
cable, the direct-to-reverberant ratioPd/r of the noise source
must be small, as stated in Sec. V. This limits the predictions
to situations with at least a small level of reverberation. It
can be shown experimentally~Kompis and Dillier, 2001!
that, for realistic sets of parameter values, it is sufficient for
Pd/r to be below approximately13 dB for reasonably accu-
rate predictions. For higherPd/r , SNR improvement will be
systematically underestimated. However, for many applica-
tions, this is not a serious limitation. As the model is limited
to low direct-to-reverberant ratios of thenoisesource only,
predictions for high direct-to-reverberant ratios of thetarget
signal source are not affected by this limitation. Although as
a side effect of the precedence effect it may not always be
easy to appreciate the amount of reverberation subjectively,
in many acoustic settings in rooms with realistic amounts of
reverberation direct-to-reverberant ratios are below13 dB
even at distances well below 1 m~Kompis and Dillier,
2001!, and users of the system will probably tend to keep
away from disturbing noise sources, thus further decreasing
direct-to-reverberant ratio. Mainly in anechoic environments,
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however, where the adaptive beamformer is known for its
excellent performance~Petersonet al., 1987!, the presented
method does not adequately predict SNR improvement.

For hearing aid applications, the primary goal is im-
proved speech intelligibility and not improved SNR, as pre-
dicted by the presented method. Because some frequency
bands contribute more to speech intelligibility than others,
SNR improvement may correlate poorly with improvement
in speech recognition, if substantial differences between
SNR improvements in different frequency bands exist. How-
ever, it can be shown that in the present context, SNR and
intelligibility-weighted gain ~Greenberget al., 1993! agree
reasonably for a wide range of relevant experimental condi-
tions ~Kompis and Dillier, 2001!.

The validation of the predicted SNR improvements is of
major importance. Validation of the prediction procedure by
comparisons to published experimental data is complicated
by several factors. Comparisons are limited to experiments
which meet or at least approach the model assumptions listed
in Sec. III. Comparisons are not possible if different numbers
or arrangements of microphones or several noise sources are
used ~e.g., Petersonet al., 1990; Greenberg and Zurek,
1992!. As the proposed prediction method is limited to re-
verberant conditions, comparisons with experiments in
anechoic environments~Petersonet al., 1987; Petersonet al.,
1990; Greenberg and Zurek, 1992! are not meaningful. Some
of the results reported in the literature list the improvement
in terms of speech recognition scores rather than SNR im-
provement, and in some instances it is not possible to extract
the latter information from these data~Kompis and Dillier,
1994; van Hoesel and Clark, 1995!. In some reports~van
Hoesel and Clark, 1995; Hamacheret al., 1996!, no data on
the directionality of the sound sources are given. Direction-
ality of the sound sources are required input parameters to
calculate the predicted SNR improvement using the pre-
sented method. For these reasons, a series of 92 experiments
using the adaptive beamformer was performed and experi-
mental results were compared to the predicted SNR improve-
ments. These data are reported separately~Kompis and
Dillier, 2001!.

Despite some limitations, the presented prediction
method offers several advantages over actual experiments in
real or simulated environments. Results for a wide range of
acoustic settings can be obtained in a fraction of the time
required for actual experiments. Results are substantially less
prone to errors and problems in the experimental setting such
as programming errors, inadvertently wrong entry of simula-
tion data, wiring or microphone problems, etc. Furthermore,
predictions are not influenced by technical limitations of ex-
perimental settings such as limited resolution of analog-to-
digital converters, nonideal adaptation of the adaptive filter,
effects of electrical or acoustic noise, etc. Therefore, the pre-
dictions offer a unique method to differentiate between
implementational and/or experimental limitations and limita-
tions of the adaptive beamforming method per se. Even if the
prediction method is not used, it may be helpful for experi-
ments by providing a list of parameters which have to be
controlled in every experiment.

The presented prediction method cannot be expected to

replace experiments completely, but experiments and predic-
tions can complement each other favorably. One potential
application of the presented algorithm is to enable a valida-
tion of experimental data, e.g., if experimental results are
either unexpectedly favorable or unexpectedly poor. If the
predictions are sufficiently verified experimentally, many
time-consuming experiments can be even omitted com-
pletely in the early stages of the development of a practical
adaptive beamforming noise reduction system.

Probably the most interesting application is the study of
the complex behavior of the adaptive beamformer in a wide
variety of acoustic situations within a reasonable time span.
A first effort in this direction is presented in a companion
paper~Kompis and Dillier, 2001!.

Because of the numerous underlying assumptions and
the approximation used, there is considerable room for im-
provement for the presented prediction algorithm. Extension
to situations with higherPd/r , to frequency-dependent pre-
dictions of the SNR improvement, or extensions to cases
using other numbers or arrangements of microphones~Peter-
son et al., 1990; Greenberg and Zurek, 1992; Kates and
Weiss, 1996! or directional microphones~Kompis and
Dillier, 1994; DeBrunner and McKinney, 1995! might prove
to be very useful.

To perform the relatively complex calculations to pre-
dict SNR improvements, aFORTRAN subroutine is provided
in the Appendix.FORTRAN was chosen as it is still one of the
most widely used programming languages among scientists
and engineers~Kornbluh, 1999! and its code can be easily
translated to other programming languages.

Despite the above-discussed drawbacks and limitations,
the presented method to predict the SNR improvement of
adaptive beamformer may be a useful tool in the design and
further development of adaptive multimicrophone noise re-
duction systems for conventional hearing aids and cochlear
implants. With its unique possibility to preliminarily evalu-
ate different adaptive beamformers in a wide range of acous-
tic settings, it may help to point to new directions in research
by showing where inherent limitations of the current adap-
tive beamformer design need to be overcome by innovative
concepts.

VIII. SUMMARY

A method to predict the SNR improvement of a two-
microphone adaptive beamformer in a reverberant environ-
ment has been presented. Predictions are limited to static
situations with one noise and one target signal source and
perfect adaptation of the adaptive filter is assumed.
A FORTRAN subroutine to perform the necessary calculations
has been provided. A systematic validation study of the pre-
dictions is provided in a separate text~Kompis and Dillier,
2001!.
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A method to predict the amount of noise reduction which can be achieved using a two-microphone
adaptive beamforming noise reduction system for hearing aids@J. Acoust. Soc. Am.109, 1123
~2001!# is verified experimentally. 34 experiments are performed in real environments and 58 in
simulated environments and the results are compared to the predictions. In all experiments, one
noise source and one target signal source are present. Starting from a setting in a moderately
reverberant room~reverberation time 0.42 s, volume 34 m3, distance between listener and either
sound source 1 m, length of the adaptive filter 25 ms!, eight different parameters of the acoustical
environment and three different design parameters of the adaptive beamformer were systematically
varied. For those experiments, in which the direct-to-reverberant ratios of the noise signal is13 dB
or less, the difference between the predicted and the measured improvement in signal-to-noise ratio
~SNR! is 20.2160.59 dB for real environments and20.2560.51 dB for simulated environments
~average6standard deviation!. At higher direct-to-reverberant ratios, SNR improvement is
systematically underestimated by up to 5.34 dB. The parameters with the greatest influence on the
performance of the adaptive beamformer have been found to be the direct-to-reverberant ratio of the
noise source, the reverberation time of the acoustic environment, and the length of the adaptive
filter. © 2001 Acoustical Society of America.@DOI: 10.1121/1.1338558#

PACS numbers: 43.66.Ts, 43.60.Lq, 43.60.Gk@RVS#

I. INTRODUCTION

Poor speech recognition in noisy environments is a ma-
jor source of dissatisfaction for numerous users of cochlear
implants and conventional hearing aids~Kochkin, 1993;
Kiefer et al., 1996!. One promising approach to solve this
problem is the two-microphone Griffiths–Jim beamformer or
adaptive beamformer~Griffiths and Jim, 1982; Peterson
et al., 1987!, where the signals of two microphones mounted
close to the user’s ears are postprocessed by an adaptive
noise reduction scheme~Widrow et al., 1975!. A schematic
representation is shown in the lower part of Fig. 1. A detailed
description of the adaptive beamformer can be found else-
where ~Petersonet al., 1987; Greenberg and Zurek, 1992;
Kompis and Dillier, 2001! and is not repeated here. Numer-
ous experiments have already been performed with this
method, showing a wide range of signal-to-noise-ratio~SNR!
improvements of 0 to 30 dB~Petersonet al., 1987; Peterson
et al., 1990; Greenberg and Zurek, 1992; Dillieret al., 1993;
van Hoesel and Clark, 1995; Hamacheret al., 1996!. Com-
parison of these data is difficult because of the different ex-
perimental settings and a lack of theoretical background to
estimate the contribution of each of these differences on the
results. In the companion paper~Kompis and Dillier, 2001!,
a theoretical framework has been presented, which allows
the prediction of the noise reduction that can be expected

from an adaptive beamforming noise reduction system in
different acoustic settings. However, this framework by itself
is of limited value only for two reasons. First, the predictions
have not been validated by comparisons to experimental re-
sults. Second, as the prediction is a complex function of 11
input parameters, it is still relatively difficult to gain a con-
cept of the complex behavior of the beamformer without
systematic variations of all parameters. It is the aim of this
investigation to start to close both of these gaps.

II. METHODS

The computer program presented in the companion pa-
per estimates the SNR improvement which can be expected
to be reached by an adaptive beamformer as a function of 11
acoustic and design parameters. It is not possible to test all
parameter combinations with a reasonable number of differ-
ent values for each of the 11 parameters. Instead, a different
approach was chosen, in which a realistic experimental set-
ting was defined first, from which each parameter is varied
separately toward both greater and smaller values. In this
way, the number of experiments was reduced to a manage-
able 92. Throughout this text, the experimental setting from
which all parameters are varied will be called central setting.

A. Central setting

The definition of the central setting includes the room,
the noise, and the signal source, and a set of design param-
eters of the adaptive beamformer. Figure 1 shows a sche-a!Electronic mail: martin.kompis@insel.ch
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matic representation. The parameters of the central setting
have been chosen to represent a realistic situation, in which
variations of all relevant parameters toward both higher and
lower values appear to be reasonable. To define the proper-
ties of a suitable room, the dimensions and reverberation
times of 18 different rooms~4 offices, 11 living or bedrooms,
1 bath, 2 kitchens! were measured. In this limited sample, the
average volume was 34.1 m3 and the average reverberation
time ~measured in octave bands with center frequencies of
125–4000 Hz! was 0.41 s and almost frequency independent.
These average values may differ, e.g., in a different cultural
context. One of these 18 rooms, a shoebox-shaped room with
a volume of 34.0 m3 and an almost frequency independent
reverberation time of 0.42 s, was available for experiments
for a limited time and was used for the central setting.

Two loudspeakers~Phillips 22AHS86/16R! were placed
at a distance of 1 m from a dummy head equipped with a
stereo microphone, both from a Sennheiser MKE 2002 set.
The azimuth of the loudspeaker emitting the target signal
was 0°~i.e., in front of the dummy head!, the noise source
was 45° to its right. The index of directionality of the loud-
speakers was estimated to be 3.4 for band-limited noise 125
and 5000 Hz in an earlier work~Kompis and Dillier, 1993!.
As to the adaptive beamformer, a sampling rate of 10 240
Hz, a filter length of 25 ms~256 filter coefficients!, and a
delay of 50% of the filter length~12.5 ms! in the target signal
path ~markedd8 in Fig. 1! was chosen.

B. Experiments in real and simulated rooms

As far as possible, experiments were performed in the
real room described. Some of the experimental parameters,
most notably the volume of the room and the reverberation
time, cannot be readily varied independently using real
rooms. Furthermore, the room which was used for the central
setting was available only for a limited time for recordings.
For these reasons, 58 of the 92 experiments were performed

in simulated rooms, using a simulation method presented
earlier ~Kompis and Dillier, 1993!. This simulation proce-
dure is based on an image method introduced by Allen and
Berkley ~1979!. It simulates the impulse responses between
acoustic sources and microphones in shoebox-shaped rooms,
taking into account the effects of directional sound sources
and the acoustic head-shadow of the listener. The head is
modeled as a rigid sphere. For the simulations, a value of
18.6 cm was chosen for the diameter of this sphere, as pro-
posed by Kuhn~1977! and used in an earlier study~Kompis
and Dillier, 1993!. The index of directionality of 3.4 for the
two sound sources was approximated by an opening angle of
665°. Within this opening angle, the signal is emitted
equally into all directions, and no signal is emitted outside
this angle. For the simulated version of the central setting, all
other simulation parameters~i.e., reverberation time, room
dimensions, relative positions of the sound sources and the
listener! were the same as the corresponding parameters of
the real room. The suitability of the simulation method for
the purpose at hand was validated in the first experiment
~Sec. III A!. For the prediction of the performance of the
adaptive beamformer, the same set of input parameters was
used for both the real and the simulated central setting. Table
I shows a synopsis of these input parameters.

As the signals from the real and simulated central setting
were used for several experiments with different values of
the design parameters of the adaptive beamformer, only 14
different sets of recordings in real environments and 37 dif-
ferent sets of simulated signals were used. Table II shows a
synopsis of the experiments and environments used.

C. Signal acquisition and signal processing

Target and noise signals were recorded~or for the ex-
periments in simulated rooms: simulated! separately. Ac-
cording to the paradigm used for the prediction of the im-
provement of the signal-to-noise ratio~SNR! described
previously ~Kompis and Dillier, 2001!, the signals of both
the noise and the target signal source were white noise.
White noise was generated on a computer and played back
via a digital audio tape~DAT! recorder driving only one of
the two loudspeakers at a time. Uncorrelated noise sequences
of 3 s duration were used for the target and the noise signals,
respectively. Recordings of the microphone signals at the
dummy head were digitized at a sampling rate of 10 240 Hz

FIG. 1. Schematic drawing of the experimental setup at the central setting
~top! and the adaptive beamformer~bottom!. The starting points of the ar-
rows in the upper portion of the diagram denote the locations of the loud-
speakers and microphones.

TABLE I. Synopsis of the input parameters used to predict the performance
for the central setting.

Parameter Value

Room sizeV 34 m3

Reverberation timeTr 0.42 s
Distance listener to target signal sourcel s 1 m
Index of directionality of target signal sourcegs 3.4
Alignment factor of target signal sourceA 4
Distance listener to noise sourcel n 1 m
Index of directionality of noise sourcegn 3.4
Azimuth of noise sourcean 45°
Sampling rateFs 10 240 Hz
Number of coefficients in adaptive filterN 256
Delay in target signal pathD 128 samples
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into a computer using a custom-built 12 bit stereo analog-to-
digital converter and appropriate antialiasing filters. The
spectra of the recorded signals were found to rise slightly
toward higher frequencies. Although the effect of this spec-
tral feature on the SNR improvement was found to be small,
a two-coefficient finite impulse-response filter~coefficients
0.5 and 0.65! was used to equalize the spectra to within 2 dB
in the frequency range of 125–4900 Hz. For experiments in
simulated environments, white noise was directly filtered by
the impulse responses generated by the room simulation pro-
gram. The spectra of the microphone signals in the simula-
tions were found to be flat to within 2 dB without further
conditioning.

To measure the gain in signal-to-noise ratio, first the
recording of the noise signal alone was processed by an
adaptive beamforming algorithm. The adaptation of the filter
was performed using a normalized least-mean squares algo-
rithm ~Bellanger, 1987!, where the adaptation time constant
was chosen to be 0.2 s. After 2 s the filter was assumed to be
in an adapted state and the signal variance in the following
second was used as a measure of the variance of the noise
signal at the output of the beamformer. The adapted filter
was temporarily stored and used in a second run, where the
recorded or simulated target signal was processed alone, with
the adaptation disabled, i.e., maintaining the adapted coeffi-
cients from the first run. Again, the variance of the output
signal during 1 s was used as a measure of the variance of
the target signal at the output of the adaptive beamformer.
Using this procedure, a perfect target-signal detection
scheme, which prevents any filter adaptation while a target
signal is present, is mimicked. Several such schemes have
been proposed~Van Compernolle, 1990; Greenberg and
Zurek, 1992; Dillieret al., 1993; Kompiset al., 1997! and
used in experiments, and the theoretical analysis and predic-
tion of SNR improvement~Kompis and Dillier, 2001! is
based on the assumption that one of these schemes is em-
ployed. For all experiments involving longer filters~.25

ms!, filter adaptation was allowed for 4 s instead of only 2 s
to compensate for the proportionally longer adaptation time
constant.

D. SNR improvement and intelligibility-weighted gain

As the investigated prediction method predicts SNR im-
provement, this measure is used to represent the experimen-
tal results. However, for hearing aid applications, the pri-
mary goal is improved speech intelligibility and not
improved SNR. Because some frequency bands contribute
more to speech intelligibility than others, SNR improvement
may correlate poorly with improvement in speech recogni-
tion, if substantial differences between SNR improvements
in different frequency bands do exist. To estimate this effect
on the presented data, all experimental results which were
compared to the theoretical predictions were also examined
by an intelligibility-weighted measure proposed by Greeberg
et al. ~1993!. To calculate this intelligibility-weighted gain,
signal-to-noise ratios were calculated in 15 one-third-octave
bands with center frequencies between 200 and 5000 Hz and
weighted according to their contribution to the articulation
index ~ANSI, 1969!.

FIG. 2. Legend for the symbols and lines used in Figs. 3–14.

TABLE II. Synopsis of the number of experiments in real and simulated environments.

Parameter varied

Experiments
in real

environments

Experiments
in simulated
environments

Sets of
recorded
signals

Sets of
simulated
signals

None ~central setting! 1 1 1 1
Azimuth of noise signal source~Fig. 3! 5a

¯ 5b
¯

Distance to noise source~Fig. 4! 2a 4 2 4
Index of directionality of noise source~Fig. 5! 1a 6 1 6
Alignment factor~Fig. 6! 1a 3 1 3
Distance to target signal source~Fig. 7! 2a 4 2 4
Index of directionality of target signal source~Fig. 8! 1a 6 1 6
Reverberation time~Fig. 9! 1a 7c 1 7
Room size~Fig. 10! ¯ 6 ¯ 6
Filter length~Fig. 11! 4a

¯ 0b
¯

Delay in target signal path~Fig. 12! 16a,d 17c 0b 0b

Sampling rate~Fig. 13! ¯ 4c
¯ 0b

Total 34 58 14 37

aIn addition, results from the real central setting are shown in the corresponding figure.
bRecorded or simulated input signals used are identical to those at central setting.
cIn addition, results from the simulated central setting are shown in the corresponding figure.
dIn addition, results of one experiment already shown in Fig. 11~filter length 512, delay 50%! is shown in
Fig. 12.
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E. Representation of the results

The computer program~Kompis and Dillier, 2001!
implementing the prediction of the SNR improvement of the
adaptive beamformer calculates three different numbers: the
SNR improvement versus the microphone signal with the
more favorable SNR, the SNR improvement versus the mi-
crophone signal with the poorer SNR, and the improvement
versus the sum of both microphone signals. The latter corre-
sponds to a simple two-microphone beamformer with fixed
postprocessing.

To allow direct comparison, the results of the experi-
ments are similarly calculated as improvements versus each
microphone signal and the sum of both microphone signals.
Therefore, six sets of data are shown in the figures of Sec.
III. All predicted improvements are connected by different
lines, and all results from experiments are shown as indi-
vidual symbols. Results from experiments in real environ-
ments are shown using open symbols; results from experi-
ments in simulated environments are shown using closed
symbols. Figure 2 shows a legend for all lines and symbols

used in Figs. 3–14. SNR improvements at the output of the
adaptive beamformer, compared to the SNR at the left mi-
crophone~opposite from the noise source and therefore more
favorable SNR; triangles in figures! will be lower than SNR
improvement versus the right microphone facing the noise
source~poorer SNR; squares in figures!.

III. RESULTS

A. Results at central setting

At central setting, the predicted SNR improvement was
compared to the results from both the experiments in the real
room and in the simulated environment. Table III shows the
results. All three sets of SNR improvements, i.e., the predic-
tion and the two sets of experimental results, are within 0.5
dB within each other with absolute values ranging from 2.50
to 5.97 dB. None of the data sets exhibit systematically
higher or lower values for all SNR improvements when com-
pared to the other two sets.

B. Effect of the acoustic parameters of the noise
signal source

The three parameters characterizing the noise signal
source are its azimuthan ~with an50 defined as the forward
direction of the listener!, the distance between noise source

FIG. 3. Influence of the azimuth of the noise signal source. See Fig. 2 for a
legend of the symbols used.

FIG. 4. Influence of the distance between noise source and listener. See Fig.
2 for a legend of the symbols used.

FIG. 5. Influence of the directionality of the noise source. See Fig. 2 for a
legend of the symbols used.

FIG. 6. Influence of the alignment of the target signal source. See the text
for the definition of the alignment factor A. See Fig. 2 for a legend of the
symbols used.
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and listenerl n , and the index of directionalitygn of the
noise source. The last two factors influence the direct-to-
reverberantPd/r ratio of the noise signal. The index of direc-
tionality is defined as the ratio between the signal intensity
emitted in the direction of the listener to the intensity of a
hypothetical omnidirectional source with the same total
acoustic output power~DeBrunner and McKinney, 1995!.

Figure 3 shows the results of the experiments at 6 dif-
ferent angles of incidence between 15° and 90°. Because of
the symmetry of the setting, results can be extrapolated for
all angles in the horizontal plane, except for the front~0°!
and the rear~180°!, where the adaptive beamformer assumes
the position of a target- and not of a noise-signal source. The
largest difference between prediction and experimental re-
sults is 0.89 dB, with more than half of the experimental
results lying within 0.5 dB of the predictions.

Figure 4 shows the SNR improvement as a function of
the distance between listener and noise source. For distances
of 0.75 m (Pd/r52.0 dB) and more, predictions and experi-
mental results are reasonably in accordance. At distances of
0.5 m (Pd/r55.5 dB) and less, however, predictions consid-
erably underestimate the SNR improvement which can actu-
ally be achieved using the adaptive beamformer. Atl n

50.25 m, the difference is as large as 5.34 dB.
Figure 5 shows the SNR improvement as a function of

the index of directionalitygn of the noise source. For the
experiments in the real acoustic environment,gn53.4 corre-
sponds to the loudspeaker facing the dummy head~central

setting!, whereasgn50 was approximated by turning the
loudspeaker away from the dummy head. For the
simulations,gn51, 2, 3, 4, and 5 was approximated similar
to the central setting with opening angles of6180°, 690°,
670°, 660°, 653°, respectively. Forgn50, an opening
angle of690° facingawayfrom the dummy head was used.

There is a reasonable agreement between the predicted
SNR improvement and the results of the actual measure-
ments, with an average error of 0.51 dB~range 0.02–1.14
dB!. SNR improvement increases withgn when compared
to the sum signal and to the microphone signal with the
less favorable SNR, but decreases slightly when compared
to the microphone signal with the higher SNR, presumably
due to the increased direct-to-reverberant ratio of the noise
signal.

FIG. 8. Influence of the directionality of the target signal source. See Fig. 2
for a legend of the symbols used.

FIG. 9. Influence of the reverberation time. See Fig. 2 for a legend of the
symbols used.

FIG. 10. Influence of the room size. See Fig. 2 for a legend of the symbols
used.

FIG. 7. Influence of the distance between target signal source and listener.
See Fig. 2 for a legend of the symbols used.

1138 1138J. Acoust. Soc. Am., Vol. 109, No. 3, March 2001 M. Kompis and N. Dillier: Adaptive beamformer. II.



C. Effect of the acoustic parameters of the target
signal source

The three parameters describing the target signal source
are the alignment factorA, the distance between dummy
head and target signal sourcel s , and the index of direction-
ality of the target signal sourcegs .

The alignment factorA is defined as the ratio between
the variance of the nonreverberant portion of a white noise
signal after summation of the microphone signals~signald8
in Fig. 1! and the sum of the variances of the two individual
microphone signals@cf. Kompis and Dillier~2001! for a de-
tailed discussion#. For perfect alignment, i.e., if there is no
delay between the nonreverberant part of the target at the two
microphones,A is 4. For a head-sized spacing between mi-
crophones and a sampling rate of 10 240 Hz,A drops to 2~no
alignment! for azimuths of approximately 8° and more. The
alignment factor can be directly measured in anechoic~real

or simulated! environments. For the given setting, the align-
ment factor was found to be 4 at an azimuthas of 0°, 3.5 at
as53°, 3 atas55°, 2.5 atas56°, and 2 atas58°.

Figure 6 shows the comparison between predictions and
experimental results. The values are in reasonable agree-
ment, i.e., within 0.5 dB when taking either one microphone
signal as a reference. ForA52 andA52.5, the agreement
between predicted and measured SNR improvement versus
the sum signal differ by 0.88 and 1.15 dB, respectively. The
reason for this difference is not completely clear, but most
probably a result of the relatively simple model of the direct
and reverberant signal parts used to predict the SNR im-
provement~Kompis and Dillier, 2001!.

Figure 7 shows the dependence of the SNR improve-
ment as a function of the distancel s between listener and the
target sound source. Again, the majority of all measured val-
ues lie within 0.5 dB of the predictions and display the same
tendencies~i.e., SNR improvements decreasing with the dis-
tance when taking the microphone signals as a reference, but

FIG. 11. Influence of the length of the adaptive filter. See Fig. 2 for a legend
of the symbols used.

FIG. 12. Influence of the delay in the target signal path. See Fig. 2 for a
legend of the symbols used.

FIG. 13. Influence of the sampling rate. See Fig. 2 for a legend of the
symbols used.

FIG. 14. SNR improvement vs Intelligibility-weighted gain for the experi-
ments in real and simulated environments. See Fig. 2 for a legend of the
symbols used.
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increasing when taking the sum signal as a reference!. For
the given range of distances between 0.25 and 1.75 m, SNR
improvements change on the order of magnitude of 1 dB.

Figure 8 shows the dependence of the SNR improve-
ment as a function of the index of directionality of the target
signal sourcegs . To obtain the different values forgs be-
tween 0 and 5, exactly the same procedures were used as for
the noise source in Sec. III C. Again, there is a reasonable
agreement between prediction and measurement for most
data points, with the greatest differences lying toward small
gs and SNR improvements versus the sum of the microphone
signals. For the given range of valuesgs50 – 5, SNR im-
provements change on the order of magnitude of 1 dB.

D. Room size and reverberation time

The two acoustical parameters of the room considered in
the theoretical analysis of the performance of the adaptive
beamformer are volumeV of the room and reverberation
time Tr . Reverberation time is the time required for a rever-
berant signal to decay by 60 dB. To vary these two param-
eters independently, experiments were performed predomi-
nately in simulated rooms. Apart from the central setting,
only one experiment was performed in a real, anechoic en-
vironment.

Figure 9 shows the dependence of the SNR improve-
ment as a function of reverberation time. SNR improvement
increases rapidly at short reverberation times. Theoretical
predictions and results from the experiments are in reason-
able agreement for reverberation times of approximately 0.2
s and above. For shorter reverberation times, the predictions
systematically underestimate SNR improvements by up to
2.28 dB atTr50.1 s. AtTr50 s ~anechoic environment! the
prediction cannot be calculated, as one of the underlying
assumptions, the existence of a reverberant signal portion, is
violated. The direct-to-reverberant ratio of the noise source is
approximately 5.7 dB atTr50.1 s, 2.7 dB atTr50.2 s, and
1.0 dB atTr50.3 s.

Figure 10 shows SNR improvement by the adaptive
beamformer as a function of room size. For these experi-
ments, rooms with volumes of 20–70 m3, in steps of 10 m3

were simulated. The reverberation timeTr of all these rooms
was 0.42 s. To keepTr constant, the absorption coefficients
of the simulated rooms were higher for the larger rooms.
Note that for the same absorption coefficients for all rooms,
reverberation time would have increased with room size, as
everyday experience suggests. As the direct-to-reverberant
ratio increases with room size~22.8 dB atV520 m3, 12.7

dB at V570 m3!, SNR improvement, especially when com-
pared to the microphone signal with the lower signal-to-
noise ratio, increases by approximately 2 dB.

E. Design parameters of the adaptive beamformer

In the theoretical analysis~Kompis and Dillier, 2001!,
the influence of three design parameters of the adaptive
beamformer is considered: the number of filter coefficients in
the adaptive filterN, the delay in the sum signal path, and the
sampling rateFs of the system. In practical situations, there
will be additional design parameters which influence the per-
formance of a given beamformer, such as the adaptation time
constant, the resolution of the analog-to-digital converters,
and the performance of any target-signal-detection/
adaptation inhibition scheme to prevent filter adaptation in
the presence of target signal and therefore target signal can-
cellation. However, in the theoretical analysis and as a con-
sequence in this study, these additional factors are assumed
to be ideal, i.e., filter adaptation is perfect and occurred in the
presence of the noise signal only, and all implementation
issues are considered to be negligible.

Figure 11 shows SNR improvement as a function of the
numberN of coefficients in the adaptive filter. In the litera-
ture in similar noise reduction algorithms filter lengths of up
to 40 ms ~Petersonet al., 1987! have been reported. At a
sampling rate of 10 240 Hz, this corresponds to a range of
N5410 coefficients. In this study, filter lengths betweenN
532(3.125 ms) andN5512(50 ms) have been studied. It
can be seen that the amount of SNR improvement increases
substantially with filter length, especially for values ofN of
128 and more. With short filters, e.g.,N532 or N564, the
adaptive beamformer practically routes the microphone sig-
nal with the more favorable SNR to the output, but provides
only relatively little~approximately 1 dB! SNR improvement
above that. In Fig. 11 this is shown by the SNR improvement
versus the microphone with the lower SNR improving by
more than 4 dB, but only by just above 1 dB when compared
to the other microphone signal. For long filters (N5512),
the SNR is improved by more than 4 dB, even when com-
pared to the microphone signal with themore favorable
SNR. The agreement between experimental results and the
predictions is reasonable for the entire range ofN
532– 512, and is poorest for the longest filter.

The theoretical analysis predicts that influence of the
delay in the target signal pathd8 on the amount of noise
reduction depends on the length of the adaptive filterN. For
this reason, experiments with delays between 0% and 100%
of the filter lengths and two different filter lengths (N5256
and N5512 coefficients! were performed for both the real
and the simulated central setting. Figure 12 shows the re-
sults. It can be seen that for the shorter filter, a variation of
only 0.6 dB in SNR improvement is predicted for the entire
range of delays between 0 and 100% of the filter length. For
the longer filter, this effect is predicted to be larger~1.59
dB!. In both cases, the maximal noise reduction is predicted
at a delay of 50% of the filter length. The experimental re-
sults show an amount of noise reduction and—to a certain
degree—a shape of the curves which are similar to the pre-

TABLE III. SNR Improvement at central setting.

Improvement vs
microphone with

better SNR
~dB!

Improvement vs
microphone with

poorer SNR
~dB!

Improvement vs
sum of microphone

signals
~dB!

Model prediction 3.03 5.85 2.99
Experiment in real

room
2.97 5.77 2.52

Experiment in
simulated room

2.69 5.97 2.50
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dicted ones. However, there is one major difference: The
maximal noise reduction is reached at delays between 12.5%
and 25% of the filter length and not at 50%, as predicted.
This holds for both the real and the simulated environment
and for both filter lengths. For the shorter filter, there is a
second, only slightly smaller maximum at a delay of 0% in
both environments. In this respect, the theoretical prediction
clearly fails. The reasons for and implications of this failure
will be discussed in Sec. IV E.

The last design parameter to be considered is the sam-
pling rate Fs in Fig. 13. In real applications, the range of
possible values is small, as sampling rates below approxi-
mately 7000 Hz will reduce speech recognition unaccept-
ably, and the computational load rises rapidly with higher
sampling rates. For the range ofFs55120– 20 480 Hz, the
SNR improvement drops on the order of magnitude of 2 dB.
This effect can be explained by the effectively shorter filter
~12.5 ms at Fs520 480 Hz, compared to 50 ms atFs

55120 Hz! for the same number of coefficientsN5256,
which was kept constant.

F. SNR improvement and intelligibility-weighted gain

Figure 14 shows the comparison between SNR improve-
ment ~as shown in Figs. 3–13! and intelligibility-weighted
gain Gi ~Greenberget al., 1993! for all experimental results
which were compared to the theoretical predictions. Al-
though differences up to 2.11 dB do exit, for the majority of
all data points SNR improvement and intelligibility-weighted
gainGi are within 0.5 dB. On the average, SNRs are slightly
higher thanGi for experiments in real environment~average
difference10.37 dB!, while SNRs are slightly lower for the
experiments in simulated environments~average difference
20.34 dB!.

IV. DISCUSSION

A. Agreement between predictions and measurements

Agreement between experimental results and predictions
appear to be reasonable for low direct-to-reverberant ratios
of the noise signalPd/r , but considerably poorer for high
direct-to-reverberant ratios~cf. Figs. 4 and 9!. When the ex-
perimental results are compared for all 88 experiments with a
Pd/r,13 dB, an average difference of20.23 dB and a stan-
dard deviation of 0.54 dB can be observed. For the 32 ex-
periments in real rooms, the mean difference is20.21 dB
~std. dev. 0.59 dB! and for the 56 experiments in simulated
rooms it is20.25 dB~std. dev. 0.51 dB!. As to the 4 experi-
ments with aPd/r above13 dB, one comparison with the
predicted values is not possible, as the predictions fail at
infinite Pd/r ~anechoic environment, Fig. 9!, and for the other
3 cases differences up to 5.34 dB~Fig. 4! can be observed.
From the assumptions of the underlying theoretical analysis
~Kompis and Dillier, 2001!, it can be expected that agree-
ment between experimental results and predictions is reason-
able for low direct-to-reverberant ratios of the noise signal
Pd/r , but poor for high direct-to-reverberant ratios. From the
results shown in Figs. 4 and 9 it can be concluded that the
prediction is reasonable for situations with direct-to-
reverberant ratios of the noise source of up to approximately

13 dB, while noise suppression is underestimated for higher
Pd/r . In contrast, the influence of direct-to-reverberant ratio
of the target signal source appears to be small.

If Pd/r is less than13 dB, predictions give, on average,
a slightly ~0.23 dB! higher noise suppression than the experi-
mental results. As the delay in the target-signal path~be-
tweend8 andd in Fig. 1! is kept at a suboptimal 50% of the
filter length~cf. Fig. 12! for the majority of the experiments,
it can be expected that experimental results are slightly
poorer than the predictions. The standard deviation of the
differences between predicted and measured values of ap-
proximately 0.5 dB is comparable to the small variations in
results, if, e.g., the entire experimental apparatus is shifted
by a few centimeters in any direction, as verified by informal
tests~Kompis and Dillier, 1993!. As seen in Table III, and
confirmed by the data presented in Figs. 3–13, results of the
experiments in real and simulated rooms are in reasonable
agreement, thus supporting the assumption that the chosen
room-simulation algorithm~Kompis and Dillier, 1993! is
suitable for these experiments involving the adaptive beam-
former. One difference between the results of the experi-
ments in real and simulated environments is the tendency to
overestimate intelligibility-weighted gainGi by using SNR
improvements for real rooms, and underestimateGi for
simulated environments. This relatively small difference can
be attributed to the small differences in the spectra of the
simulated and recorded signals.

B. Influence of the noise signal source

From the three parameters defining the noise source, the
azimuth has the smallest effect on the amount of noise re-
duction of the adaptive beamformer. Experimental results
and predictions are in reasonable agreement.

Noise reduction is greatly increased with smaller dis-
tances between noise source and listener~Fig. 4!. The agree-
ment between experimental results and predicted noise re-
duction is reasonable for distances of 0.75 m or more, but
poor for smaller distances. From the assumptions used to
derive the predictions~Kompis and Dillier, 2001! it is known
that the direct-to-reverberant ratio of the noise signal may
not become too large for the predictions to remain valid. The
estimated direct-to-reverberant ratio is 2.0 dB at 75 cm and
5.5 dB at 50 cm. According to the presented data, the tran-
sition between reasonable prediction and substantial under-
estimation of the SNR improvement takes place in this
range. Although this does limit the usefulness of the predic-
tion method in environments with no or very little reverbera-
tion, it is not a serious limitation for most normal rooms with
realistic amounts of reverberation. To reach a direct-to-
reverberant ratio of13 dB or more in the room used for the
central setting, an omnidirectional noise source must be less
than 36 cm away from the listener.

For the investigated range of the index of directionality
of the noise source (gn51 – 5), noise reduction changes
only moderately~order of magnitude 1–2 dB!, depending on
the reference signal~left microphone, right microphone, or
sum of microphone signals! to which SNR improvement is
compared.
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C. Influence of the target signal source

The influence of the target signal source on the perfor-
mance of the adaptive beamformer is small. For the entire
range of the alignment factorA52 to A54, the measured
and predicted SNR improvement changes by less than 1 dB.
SNR improvements differ by the same order of magnitude
for the range of values considered for the distance to the
signal sound source (l s50.25– 1.75 m) as well as the index
of directionality (gs50 to 5!.

D. Influence of room size and reverberation

While room size has only a limited effect on the perfor-
mance of the adaptive beamformer at a fixed reverberation
time ~Fig. 10!, noise reduction drops rapidly with increasing
reverberation timesTr ~Fig. 9!. This phenomenon has been
reported previously by several researchers~Petersonet al.,
1987; Greenberg and Zurek, 1992; Dillieret al., 1993; van
Hoesel and Clark, 1995!.

Experimental results and predictions are in reasonable
agreement for the range of room sizes considered in this
study and for reverberation times of 0.2 s and more, i.e.,
corresponding to direct-to-reverberant rationsPd/r of the
noise source of12.7 dB or less. As noted earlier, predictions
systematically underestimate the noise reduction for lowerTr

and—consequently—higherPd/r .

E. Influence of the design parameters of the adaptive
beamformer

From the three design parameters considered, the sam-
pling rate~Fig. 13! has the smallest range of reasonable val-
ues and at the same time a relatively small impact on the
performance. The length of the adaptive filter significantly
influences the SNR improvement of the adaptive beam-
former, as has been noted by several researchers~Peterson
et al., 1987; Petersonet al., 1990; Greenberg and Zurek,
1992; Dillier et al., 1993!. From our data, we conclude that
short filters~e.g.,N532! improve SNR to only little above
the SNR of the microphone with the more favorable SNR.
Only a longer filter in the range of 128–512 coefficients
provides substantial additional gains in SNR of 2–4 dB.

The influence of the amount of delay~Fig. 12! is clearly
not predicted correctly. For both filter lengths and in both the
real and the simulated environment, optimal performance of
the beamformer is reached at considerably shorter delays
than the predicted 50% of the length of the adaptive filter.
This may also explain why in Fig. 11 the agreement between
prediction and experimental result is poorest for the longest
filter, where the influence of the delay is largest. The reason
for the shorter optimal delay is not completely understood.
Preliminary results from a small separate investigation sug-
gest a loose relationship between the direct-to-reverberant
ratio Pd/r of the noise signal and the optimal delay: for small
Pd/r , the optimum seems to be close to the predicted 50%,
whereas for greaterPd/r , e.g., above 0 dB, the optimum
tends to be often between 12.5% and 25%.

F. Applicability of the results for hearing aid
applications

The presented experiments involve several simplifica-
tions, which are not necessarily met in real-life situations
encountered by potential future users of an adaptive beam-
former. These simplifications, which were made necessary
by the assumptions on which the theoretical predictions are
based, include:~1! a completely adapted filter,~2! filter ad-
aptation in the absence of the target signal,~3! white noise
emitted by both the noise and the target signal source,~4! no
movement of either listener or either sound source, and~5!
the presence of a single noise source only. Because of the
usually fast adaptation time constants@order of magnitude:
below 0.1 s~Dillier et al., 1993!# and the availability of sev-
eral target-signal-detection/adaptation-inhibition schemes
~Van Compernolle, 1990; Greenberg and Zurek, 1992; van
Hoesel and Clark, 1995; Kompiset al., 1997! assumptions
~1! and~2! are likely to be reasonably approached in real-life
situations. Acoustic signals in relevant everyday situations
will probably be composed of predominately low frequency
signals such as speech and traffic noise rather than white
noise, as assumed here. However, many implementations of
adaptive beamformers use pre-emphasis filters just after the
microphones, which prewhiten the spectra of these signals.
Therefore, the spectras of probable real-life acoustic signals
will at least approach that of white noise to a certain degree.
SNR improvements appear to be reasonable estimates for the
expected improvement in intelligibility in a number of situ-
ations as shown by the data in Fig. 14 and confirmed by tests
using a portable real-time realization of the adaptive beam-
former ~Kompis et al., 1999!.

In every-day situations, a certain amount of relative
movement between the listener and sound sources must be
expected. It is difficult to estimate the influence of such
movements. However, due to the usually short adaptation
time constants this influence may be small. As to the pres-
ence of multiple noise sources, a limited number of experi-
ments have already been reported~Petersonet al., 1990!. A
substantial drop in performance can be expected if the spec-
tra and levels of the sound sources are similar~Greenberg
and Zurek, 1992!.

V. SUMMARY AND CONCLUSIONS

A method to predict the amount of noise reduction
which can be achieved using a two-microphone adaptive
beamforming noise reduction system for hearing aids~Kom-
pis and Dillier, 2001! was verified experimentally. 92 experi-
ments were performed in real and simulated environments
and the results were compared with the predictions. It was
shown that predictions and experimental results agree rea-
sonably, if the direct-to-reverberant ratioPd/r of the noise
source is smaller than approximately13 dB. For higher
Pd/r , the predictions systematically underestimate the perfor-
mance of the adaptive beamformer. The parameters with the
greatest influence on the performance of the adaptive beam-
former were found to be the direct-to-reverberant ratio of the
noise source, the reverberation time of the acoustic environ-
ment, and the length of the adaptive filter.
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This study investigates whether the mora is used in controlling timing in Japanese speech, or is
instead a structural unit in the language not involved in timing. Unlike most previous studies of
mora-timing in Japanese, this article investigates timing in spontaneous speech. Predictability of
word duration from number of moras is found to be much weaker than in careful speech.
Furthermore, the number of moras predicts word duration only slightly better than number of
segments. Syllable structure also has a significant effect on word duration. Finally, comparison of
the predictability of whole words and arbitrarily truncated words shows better predictability for
truncated words, which would not be possible if the truncated portion were compensating for
remaining moras. The results support an accumulative model of variance with a final lengthening
effect, and do not indicate the presence of any compensation related to mora-timing. It is suggested
that the rhythm of Japanese derives from several factors about the structure of the language, not
from durational compensation. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1344156#

PACS numbers: 43.70.Fq, 43.70.Bk@AL #

I. INTRODUCTION

Japanese is often called mora-timed, in opposition to
stress-timed languages like English and syllable-timed lan-
guages like French. This division is usually taken to mean
that moras are approximately regularly timed in Japanese,
such that each mora is of similar duration.~In the same way,
stresses are said to be nearly regular in English, and syllables
in French.! One commonly argued position has been that if
variability in durations of different segments interferes with
this regularity, speakers compensate to make the durations of
the relevant unit more regular than they would otherwise be.
However, another possibility is that factors in the phonology
of the language cause the relevant unit to be more regularly
timed than other units, but that there is no control mechanism
to create regular timing of that unit. In this article, we present
new analyses of Japanese speech timing which support the
latter hypothesis. We also extend the investigation to spon-
taneous speech, which has rarely been used in past studies.

There are at least two types of variation which would
have to be compensated for to make mora durations equal in
Japanese. First, there are inherent differences in segmental
durations: high vowels are shorter than low vowels,@T# is
very short while@s# is relatively long, etc. Second, several
types of moras in Japanese do not consist of a consonant–
vowel string. Long vowels have two moras, so that /tookyoo/
‘‘Tokyo’’ has the same number of moras as /tokonoma/ ‘‘al-
cove.’’ Geminate obstruents and the mora nasal~/N/! con-

tribute a mora: /katta/ ‘‘bought,’’ /kaNda/~place name!, and
/karita/ ‘‘borrowed’’ each have three moras. High vowels in
a voiceless environment can be devoiced or deleted in Japa-
nese, but their mora remains, so that /kita/@ki8ta# ‘‘North’’
has two moras. A word with any of these special mora types
is unlikely to have the same duration as a word with only CV
moras.

A. Mora-timing as durational compensation

Early experimental work on Japanese duration claimed
that speakers adjust the duration of the segments within a
mora to make mora durations more similar to each other than
they would be based on inherent variability. We will call this
the ‘‘tendency toward isochrony’’ version of the mora-
timing hypothesis. Under this theory, if one segment of a CV
mora is shorter than average~e.g.,@T#!, or longer than aver-
age~e.g.,@s#!, the other segment of that mora will be length-
ened, or shortened, in order to maintain near-constant mora
duration. This compensation might not be complete. This
theory also predicts that non-CV moras such as the mora
nasal or the beginning of a geminate obstruent will have
duration similar to a CV mora. Some form of this position is
supported by Han~1962!, Homma ~1981!, Sagisaka and
Tohkura~1984!, and Sagisaka~1992, 1999!, while Beckman
~1982! and Hoequist~1983a, b! find contradictory evidence.
For a full review of the literature on Japanese mora-timing,
please see Warner and Arai~2001!.

Based on the finding~Port et al., 1980; Sagisaka and
Tohkura, 1984! of negative correlations across mora bound-
aries ~in VC strings! as well as within moras~CV strings!,a!Electronic mail: Natasha.Warner@mpi.nl
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Port et al. ~1987! propose an important revision to the con-
cept of mora-timing. They suggest that compensation takes
place not only within the mora, but also across several mo-
ras, and that compensation serves not to normalize the dura-
tion of individual moras, but rather to make the duration of
larger units~perhaps the word! predictable from the number
of moras in them. This leads to different predictions: under
the tendency toward isochrony theory, all moras are expected
to have nearly equal duration. However, Portet al. ~1987!
propose that if a segment, for example the consonant of a
word-medial CV mora, is shorter than average, nearby seg-
ments both in the same and other moras will be lengthened to
compensate for it. Thus if one mora is shorter than average,
nearby moras would be longer than average to compensate
for it, making mora durations less similar to each other, not
more similar. Portet al. ~1987! refer to this relationship as
‘‘anti-compensation.’’

This modification to the theory focuses attention on the
duration of larger units, such as words. However, this theory
does not claim that all moras within a word compensate for
each other, or that the domain of compensation is exactly the
word. Evidence adduced for this version of mora-timing em-
phasizes the relationship between duration of entire words
~as a convenient unit larger than the mora! and the number of
moras in them. Several studies demonstrate strong positive
correlations between word duration and the number of moras
in a word in Japanese~Port et al., 1987; Bradlowet al.,
1995; Sato, 1995; Kondo, 1999!, although Otake~1989!
shows similar effects for Spanish~syllable-timed! and En-
glish ~stress-timed!. One difficulty is that it is not clear how
strong these correlations must be in order to demonstrate
mora-timing. Since all moras have segmental content, it is
not surprising that this correlation is strong. A strong corre-
lation between word duration and number of moras does not,
of itself, demonstrate compensation.@See Warner and Arai
~2001! for further details.#

B. The mora as a nontemporal unit and accumulation
of variability

Alternatively, the mora could play a structural role in
Japanese as an abstract unit which does not control timing.
Factors in the phonology of Japanese could result in the
mora being more regularly timed than the syllable or the foot
in Japanese speech, without any compensation to bring mo-
ras closer to regular timing than they inherently would be.
Factors which would have this effect include the lack of an
effect of pitch accent on duration, the lack of reduction of
unaccented vowels, the prevalence of CV syllables, and the
lack of nondurational cues to the geminate/singleton conso-
nant and long/short vowel distinctions. In all of these points,
Japanese differs strongly from stress-timed English. It is
clear that the mora exists as a phonological and psycholin-
guistic unit in Japanese~see Warner and Arai, 2001!, but its
role need not involve temporal compensation, even if the
relatively regular timing of the mora brought about by pho-
nological factors gives Japanese a distinctive rhythm.

Dauer ~1983, 1987! offers several phonological corre-
lates of stress- and syllable-timing, and proposes that these
factors combine to create a rhythm in which stresses or syl-

lables seem to be the prominent feature of timing in a lan-
guage, without any temporal compensation. She does not
discuss mora-timing, but Otake~1990! and Beckman~1992!
extend her proposals to Japanese. They emphasize the role of
statistical predominance of CV syllables and of the pitch
accent system, respectively, in creating mora-rhythm. For
example, Dauer points out that stress-timed languages allow
fewer syllables within a stress-foot than syllable-timed lan-
guages do. Beckman~1992! points out that Japanese even
allows entire phrases with no pitch accent at all, thus going
further than the syllable-timed languages in this respect. She
also points out the importance of the lack of an effect of
pitch accent on duration. Work by Ramuset al. ~1999! is
also relevant in pointing out acoustic correlates of rhythm
class other than regular timing.

The phonological length distinctions may also contribute
to the impression of regularly timed moras in Japanese. Du-
ration is effectively the only difference between Japanese
long and short vowels~e.g., /kooki/ ‘‘school flag’’ versus
/koki/ ‘‘exhalation’’!, unlike English ~e.g., ‘‘beet’’ versus
‘‘bit’’ !. Thus, this duration difference is very large in Japa-
nese. The same applies to geminate and singleton obstruents
in Japanese~e.g., /katta/ ‘‘bought’’ versus /kata/ ‘‘form’’!,
where closure duration is nearly the only difference. The
large durational difference between such phonologically
short and long segments does not indicate any compensation,
but it makes moras more regular than in a language with
smaller durational differences, such as English.

If ‘‘mora-timing’’ reflects phonological facts about the
language, and speakers do not employ temporal compensa-
tion to regularize the timing of moras, then the inherent
variation in segment durations, and thus mora durations,
would remain. Without compensation, each mora in a larger
unit ~such as a word! would contribute its variability to the
variability of the whole. That is, the hypothesis that the mora
is a structural unit which only indirectly affects timing~with-
out compensation! predicts that the variance of individual
smaller units, in this case moras, accumulates in larger units,
instead of canceling out. One prediction of this hypothesis is
that the duration of words containing many moras will be
more variable than the duration of words containing fewer
moras, since longer words contain more sources of variabil-
ity ~Ohala, 1975!. This prediction is the basis of several
analyses we present later to test for compensation versus
only a structural role for the mora.

C. Goals of the current study

Nearly all of the past work on Japanese mora-timing has
used very careful speech.@Exceptions are work by Sagisaka
and his colleagues~Sagisaka, 1992, 1999; Sagisaka and
Tohkura, 1984!, as well as by Campbell~1992! and Arai and
Greenberg~1997!, of which the last two do not support
mora-timing.# While it is desirable to study timing under
controlled conditions, it is also desirable to confirm findings
from controlled speech under natural conditions if this can be
done in a reliable way. Because so much work has been done
on timing in controlled Japanese speech, extension to natural
materials should now be possible.
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Even if compensatory mora-timing exists in careful
speech, speakers may not be able to maintain it in the face of
the many other effects on duration present in connected
speech, such as final lengthening, focus~on words other than
the target item!, etc. These factors might have a legitimate
influence on any mora-timing, rather than simply adding
noise. Since target words in the focus position of predictable
frame sentences are not what speakers normally produce or
listeners normally perceive, it is important to determine
whether patterns which exist in that environment are also
present in speech which is more typical of daily life. This is
particularly important for mora-timing because Japanese lis-
teners use the mora to help locate word boundaries~Otake
et al., 1993, 1996; Cutler and Otake, 1994!, which must be
done for connected speech. It is important to know whether it
is the temporal role of the mora or something else that leads
to its usefulness for segmentation. If mora-timing compensa-
tion does not exist in connected speech, then mora-timing
could not be the source of the mora’s usefulness for segmen-
tation.

Of course, in studying connected speech, one must con-
trol for effects which might mask the effect under investiga-
tion, such as overall speech rate variation. We control for
interspeaker rate variation by making only within-subjects
comparisons. Our analyses also control for intraspeaker over-
all rate variation within the monologue, since nearly all of
our analyses1 compare different measurements from the
same words. This also controls for any factors which affect
the duration of a specific word, such as syntactic position in
the sentence, length of the sentence, part of speech, focus, or
slowing at a high level prosodic boundary. As for factors
which affect units smaller than the word, we test for word-
final lengthening, and other effects on sub-word-level units
~such as the mora! are precisely the subject of investigation.
We also exercised considerable caution in the selection of
the words to test~as described later! to avoid including
words which might disrupt compensation effects for known
reasons. Finally, because any data on natural speech is ex-
pected to be more noisy than similar data on careful speech,
null effects in natural speech would not argue strongly for
any conclusion, but significant effects should not be dis-
counted.

One goal of this study is to test past findings from care-
ful speech in natural speech. A second goal of the study is to
present new tests, particularly the analyses of truncated
words, for which the compensation hypothesis makes clearer
predictions than a strong correlation, since it is not clear how
strong a correlation is necessary to demonstrate compensa-
tion. Some type of compensatory mora-timing has been
widely accepted in the recent literature~Han, 1994; Bradlow
et al., 1995; Sato, 1995; Itoˆ and Mester, 1995, p. 834;
Tsujimura, 1996, p. 66; Kubozono, 1999; Kondo, 1999;
Minagawa-Kawai, 1999!, so these new tests are warranted.
Furthermore, previous evidence for a structural, nontemporal
role for the mora has been limited to the inconsistency of
evidence for compensation~Beckman, 1992! or to the find-
ing of supposed mora-timing effects in non-mora-timed lan-
guages~Otake, 1989!. The truncation analyses presented in
this article, however, make clear and contradictory predic-

tions for structural versus temporal, compensatory, function
of the mora, and thus avoid the limitations of past evidence
for both hypotheses.

Specific predictions will be discussed for each test be-
low. In general, we predict that timing relationships will be
more variable in spontaneous speech than in the careful
speech of previous studies. We also predict that analyses of
duration will show evidence of each mora contributing vari-
ance to the variance of the whole, rather than of compensa-
tion among moras, supporting the structural rather than tem-
poral role of the mora.

II. GENERAL METHODS

A. The corpus

The materials for this study consist of 50 s of spontane-
ous speech, collected over the telephone, from each of 11
volunteer native speakers of Japanese@a subset of the larger
corpus described by Muthusamyet al. ~1992! and Arai and
Greenberg~1997!#. Most speakers were living in the United
States when the data was recorded. A recorded voice~in
Japanese! asked speakers to talk on any subject they wished
for approximately a minute. Speakers who read a text aloud
instead of speaking spontaneously were excluded. For the
current study, five native speakers of Japanese~three with
phonetics training, including the second author! evaluated
the corpus used by Arai and Greenberg~1997! for foreign
accents.~Although the speakers stated that Japanese was
their native language, some had been living in the United
States for many years.! Only speakers who all five evaluators
judged as having no foreign accent were included. Speakers
of nonstandard dialects were not excluded, since mora-
timing is not claimed to differ in most nonstandard dialects.
One evaluator, an expert in phonetics and Japanese dialec-
tology, found that only 3 of the remaining 11 speakers spoke
nonstandard dialects~speakers A, E, and J!.2

The corpus was labeled at the mora level by the second
author, using standard criteria for the boundaries of seg-
ments, and based on spectrograms, waveforms, and listening.
Filled and unfilled pauses and nonspeech noises were also
labeled. In the case of word-initial voiceless stops, if the
voiceless stop was immediately preceded by the final seg-
ment of the preceding word, with no pause, the intervening
silence was included as the closure of the voiceless stop.
However, if an initial voiceless stop followed a pause, the
silence was included in the pause and the duration of the stop
was counted from the burst. For vowels followed by a voice-
less segment, the end of voicing was counted as the end of
the vowel. Periods of creaky voicing, such as at the begin-
ning of a word-initial vowel or end of a final one, were
included in the vowel. For a vowel followed by a voiced
obstruent, the boundary was placed at the sudden drop in
amplitude and cessation of formants. For vowel-nasal or
nasal-vowel transitions, the sudden change in formant fre-
quencies and amplitudes was identified as the boundary. The
onset of /r/~the only liquid in Japanese, realized usually as
@T#, but sometimes as@l# or @;#! was identified as the begin-
ning of low amplitude voicing with a gap in the formant
structure. In vowel-glide sequences, the beginning of a re-
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gion of reduced amplitude~or in the absence of such, the
beginning of change in the formant frequencies! was identi-
fied as the beginning of the glide. For vowel–vowel se-
quences, the point of most rapid change in the formant
frequencies orF0 was chosen as the boundary. Listening, in
combination with spectrographic cues, played a greater
role in the identification of vowel–vowel boundaries than
for other transitions. The speech was labeled at a phonetic
level, reflecting the phenomena typical of fast, spontaneous
speech.

In order to confirm the accuracy of this procedure, the
first author independently relabeled all boundaries used in
any analysis below for a subset of the data, namely all words
with three moras~including particle, if any was produced
with the word!. This resulted in a total of 364 boundaries
from 108 words. The time points of the boundaries placed by
the two authors were subtracted, and the absolute values of
these differences analyzed. The average error in boundary
placement over these 364 measurements was 7.58 ms. The
error for most boundaries was quite small: the median error
was 4 ms, and 30.5% of boundaries had errors of less than
3.0 ms. These errors are very small relative to the average
duration of a mora~136.36 ms for the words which were
relabeled!. Since most results in this article are based on the
correlation of the duration of some larger string with the
number of moras in it, these measurement errors are unlikely
to affect the strength of the correlations much. Furthermore,
there is no significant difference in the size of the measure-
ment errors at the various points which were labeled in the
words~beginning and end of the word, beginning of the par-
ticle, if any, and end of the first and second moras!
@F(4,359)51.35,p.0.05#. Therefore, measurement error is
not likely to have any systematic effect on the results.

B. Word boundaries

Determining what constitutes a word in Japanese is not
trivial. Japanese orthography does not mark word bound-
aries, and there are many tightly bound syntactic construc-
tions which may often form a single prosodic unit. Japanese
also has many grammatical particles, which usually form a
prosodic word with the preceding lexical item. It is important
to identify word boundaries correctly in order to maximize
the chance of detecting any compensation effect. If compen-
sation takes place across mora boundaries but stops at the
word boundary3 then identifying too small a string as a word
might obscure the compensation effect. We included only
words for which the boundaries are clear, exemplified in
Table I. We included nouns followed by zero, one, or two
particles~1a!, verbs ending in the polite or nonpolite past or
nonpast suffixes or the negative suffix~1b!, and adverbs or
conjunctions in isolation~1c!. We also included verbs ending
in the /-te/ suffix~continuative! if not followed by an auxil-
iary verb, as well as other continuative forms~1d!, and par-
ticles isolated from the preceding utterance by a pause~1e!.

Examples of excluded items appear in Table II. We ex-
cluded special constructions which may be grammaticalized
~e.g., those with /tame, wake, no hoo, -to yuu/, 2a!, nominal-
ized verbs~both /no/ and /koto/ nominalizers, 2b!, verbs de-
rived from nouns~2c!, anything followed by the copula~2d!,
and verbs ending in the /-te/ suffix followed by auxiliary
verbs~2e!. In the case of the copula, for example, there is no
way to be sure whether a noun and the copula after it are two
different words, or whether the copula is equivalent to an
inflection. For all of these constructions, the number of lexi-
cal words may not equal the number of prosodic words. We
also excluded any form followed by three or more particles
or by a very long conjunction~2f!, because long strings of

TABLE I. Examples of included types of items, with the environment in which they were produced. The
exemplified word is shown in bold. Transcriptions are phonemic.

1a. atasi-wadaigaku saNneN pause de pause ‘‘I’m a third year college~student!’’
I-topic college 3rd. year
nihoN-no minami-no pause ‘‘of the South of Japan’’
Japan-gen. South-gen.
gakkoo-made-wanizikaN kakari pause ‘‘It takes 2 hours to get to school’’
school-to-topic 2.hours take

1b. kazaNbai-ga hurimasu pause ‘‘volcanic ash falls’’
volcanic.ash-subj. fall-polite-non-past
toku-ni zyanru-wa toimaseN ‘‘I don’t really care about the genre’’
especially genre-topic care-polite-non-past-negative
tookyoo-karakimasita ‘‘I came from Tokyo’’
Tokyo-from come-polite-past

1c. pause maatomokaku pause ‘‘well, anyway’’
well anyway

sorekara pause tikaku-ni ‘‘and then...nearby’’
and.then nearby

1d. tookyoo-niumarete tookyoo-nisodatte ‘‘ ~was! born and raised in Tokyo and’’
Tokyo-in born-and Tokyo-in grow.up-and
amerikaziN bakari-kana-to omottara ‘‘I thought it was just Americans, and’’
Americans only-wonder-quot. think-and

1e. daitokai pauseno seekatu-ni nareteru ‘‘~I’m ! used to big city life’’
big.city gen. lifestyle-to used.to
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particles may form a separate prosodic word. Interjections
~2g! and set phrases~2h! were excluded because they may
have abnormal durations for pragmatic reasons. Speech er-
rors with self-repairs were excluded~2i!, as were fast speech
deletions which result in a form with a different number of
moras than it would have in careful speech~2j!. Furthermore,
utterances in which a segment~usually the final vowel! was
held unnaturally long, forming a type of filled pause, were
excluded~2k!.

All cases which could be considered as compounds~e.g.,
/tenisu-kurabu/ ‘‘tennis club’’! were treated as single words.
This provides a fairer test of the compensation hypothesis,
since compensation is more likely to cross a compound
boundary than a word boundary. All words with more than
seven moras~without particles! were excluded from all
analyses. Portet al. ~1987! tested words with one to seven
moras, so this facilitates comparison of results, and also
minimizes the possibility of the few words with many moras
~e.g., /wasiNtoNdiisii-koogai/ ‘‘Washington D.C.-suburb,’’
13 moras! unduly influencing the statistical correlations.
These exclusions left 28 to 49 words from each of the 11

speakers, and a total of 416 words. All analyses are based on
these words or a subset of them.

III. ANALYSES

A. Correlation of word duration with number of
moras

One of the main claims of the across-mora compensa-
tion proposal is that the duration of some larger unit such as
a word is~nearly! predictable from the number of moras in it,
and Portet al. ~1987, experiment 2! showed very strong cor-
relations (r>0.998) between the duration of whole words
and the number of moras in the word. However, if the mora
is not used for temporal compensation, one would still ex-
pect a strong correlation between word duration and number
of moras, since moras do contribute segmental material.

We calculated this correlation for each speaker in our
corpus separately. Portet al. ~1987! excluded particles from
word duration, so we initially also excluded particles@e.g., in
/minami-no/ ‘‘South-genitive,’’ the duration of /minami/
~three moras! was used#. The correlations between whole

TABLE II. Examples of excluded items. The excluded word and the environment which necessitates its
exclusion are shown in bold. Transcriptions are phonemic unless bracketed.

2a. umi-nitikai tame-ni ‘‘since it’s near the sea’’
sea-to near since
seekatu-ni nareteru wake desu-ga ‘‘it’s that I’m used to the lifestyle, but’’
lifestyle-to used.to reason copula-but
inaka-no hoo kara kita ‘‘came from the country’’
country-gen. direction from came
boku-no suNderuryoo-tte yuu-no-wa ‘‘as for the dorm I’m living in’’
I-subj living dorm-quot. called-nom.-topic

2b. syumi-wa piano-o hiku-koto desu ‘‘~my! hobby is playing the piano’’
hobby-topic piano-obj. play-nom. copula
koNsaato-niiku-no-ga suki desu ‘‘~I! like going to concerts’’
concert-to go-nom.-subj. like copula

2c. saNka suru yoo-ni narimasita ‘‘it became the case that I participated’’
participation do case-into became

2d. yuumee datta-node ‘‘because~it! was popular’’
popular copula-past-because

2e. rai-to yuu mati-ni suNde imasu ‘‘I’m living in a town called Rye.’’
Rye-quot called town-in live-TE be

2f. tigai-nado-ni-mo yoru ‘‘it depends on differences and such too’’
difference-etc.-on-also depend
maeoki-o simasita-keredomo ‘‘I did an introduction, but’’
introduction-obj. did-but

2g. nineNkaN imasu-kedomaa ‘‘I’ve been ~here! two years, but, well’’
2.year.period be-but well

2h. ippuN kudasattearigat†o‡ gozaimasu ‘‘Thank you for giving me one minute’’
1.minute give-and thank you

2i. umare pauseu pause @m#mareta-no-wa ‘‘As for where~I! was born’’
born ~interrupted twice! born-nom.-topic

2j. hoka-no kata-wa minaamekaziN-na-node ‘‘Since everyone else is American’’
other-gen. person-topic all American-be-because ~amekaziN for /amerikaziN/!

2k. pause@ato:# pause yuuhaN-ga owatte-kara ‘‘after...after dinner was over’’
after dinner-subj. finish-after
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word duration and number of moras in the word, as well as
average word durations, are shown in Table III~along with
results from Sec. III B!. The correlation coefficients vary
from r 50.701 tor 50.931. These correlations are far weaker
than those of Portet al. ~1987!. ~In that study, word dura-
tions were averaged across speakers for each of the 28 utter-
ances before calculating the correlations, minimizing vari-
ability. Because ours is a corpus study, one cannot average
across speakers’ productions of the same utterances, so a
direct comparison is not possible.! Although this analysis
cannot establish compensation, it does show that predictabil-
ity of word durations from number of moras is much weaker
in spontaneous speech than in careful speech, and that the
strength of the relationship between number of moras and
word duration varies greatly across speakers.

B. Correlation of word duration with other units

Port et al. ~1987! point out that the correlation of word
duration with number of syllables for their data would be far
worse than the correlation with number of moras, and claim
this as evidence for mora-timing. We calculated the correla-
tion of word duration with both the number of syllables and
the number of segments in the word~without particles!, and
compared these results to the correlations with number of
moras. The compensation hypothesis claims that moras are
used to determine word duration, so it predicts a stronger
correlation of word duration with number of moras than with
any other unit. However, the hypothesis that the mora only

seems to be regularly timed because of phonological, struc-
tural factors predicts that the correlations of word duration
with number of moras and number of segments will be about
equally strong. This is because there is very little variability
in how many segments occur within a mora. This hypothesis
also predicts that the correlation with number of syllables
will be weaker, because of the large durational difference
between one- and two-mora syllables discussed earlier.

For this analysis, the palatalized noncoronal consonants
/py, by, ky, gy, hy/ were counted as two segments, while the
palatalized coronal segments /sy/@b#, /ty/ @#b#, /zy/ @$c#
~which undergo assimilation and are phonetically a single
segment! were counted as single segments.4 Since there is no
consensus as to whether long vowels are one or two seg-
ments, we calculated the correlations in two ways, with long
vowels~e.g., /oo/ in /gakkoo/ ‘‘school’’! counted as one and
as two segments. In both cases, sequences of nonidentical
vowels~e.g., /ai/ in /ikkai/ ‘‘once’’! and geminate obstruents5

were counted as two segments. For the syllable count, /~C!ai/
and /~C!oi/ ~e.g., /ai/ in /ikkai/ ‘‘once,’’ /oi/ in /sugoi/
‘‘great’’ !, as well as syllables containing a long vowel, the
mora nasal, or the beginning of a geminate obstruent, were
counted as single syllables. /~C!au/ did not occur, and other
nonidentical vowel sequences~e.g., /ia/ in /azia/ ‘‘Asia,’’
/oa/ in /huroa/ ‘‘floor’’! were counted as two syllables
~Vance, 1987!.

The results of these analyses appear in Table III. Corre-
lation with number of syllables is significantly weaker than

TABLE III. ~a! Correlation coefficients~r! between whole word duration and number of units in the word for
each speaker, with moras, syllables, and segments~long vowels as one or two segments! as the unit. Number of
words in parentheses.~b! Average word durations by number of each unit. Number of words in parentheses.

~a! Speaker Moras Syllables Segments~VV51! Segments~VV52!

A ~34! 0.832 0.595 0.724 0.738
B ~42! 0.795 0.598 0.795 0.769
C ~31! 0.701 0.596 0.713 0.716
D ~39! 0.759 0.567 0.708 0.699
E ~49! 0.884 0.729 0.799 0.885
F ~46! 0.818 0.669 0.783 0.806
G ~31! 0.931 0.746 0.847 0.884
H ~32! 0.800 0.812 0.823 0.831
I ~28! 0.798 0.554 0.645 0.754
J ~48! 0.874 0.819 0.907 0.915
K ~36! 0.845 0.651 0.807 0.799

Average word duration~ms!

~b! No. Moras Syllables Segments~VV51! Segments~VV52!

1 195.85 ~10! 206.89 ~24! 151.27 ~5! 154.89 ~1!
2 252.71 ~106! 334.35 ~199! 214.72 ~15! 185.01 ~13!
3 369.93 ~133! 449.33 ~126! 253.62 ~35! 246.07 ~35!
4 484.41 ~120! 518.60 ~52! 294.64 ~95! 273.60 ~79!
5 596.53 ~30! 719.63 ~11! 389.07 ~76! 366.01 ~72!
6 649.89 ~12! 783.08 ~4! 429.73 ~91! 425.02 ~96!
7 872.13 ~5! 522.10 ~39! 480.45 ~50!
8 545.84 ~36! 549.79 ~40!
9 657.92 ~10! 623.05 ~13!

10 657.13~8! 646.78 ~9!
11 773.14~1! 754.69 ~3!
12 741.29~3! 682.53 ~2!
13 883.63~2! 875.35 ~3!
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with number of moras@F(1,10)543.46, p,0.0001#. The
correlation with number of segments is significantly weaker
than that with number of moras if long vowels are counted as
a single segment@F(1,10)56.10, p,0.04#, but the differ-
ence is not significant if long vowels are counted as two
segments@F(1,10)53.08,p.0.10#. Even if long vowels are
counted as single segments, the correlation with number of
segments is only weaker than that with number of moras for
7 of the 11 speakers.

This shows that a strong correlation between word du-
ration and the number of some unit is not sufficient evidence
for that being a unit of timing normalization for the lan-
guage. It has never been claimed that Japanese~or any other
language we know of! is ‘‘segment-timed,’’ and yet seg-
ments are, by one count, statistically equivalent to moras in
the strength of their relationship to word duration. If one
were to calculate, in some arbitrary language, the correlation
of word duration with the number of each potential sub-
word-level unit ~segments, moras, syllables, feet!, one of
these would be the best predictor of word duration. Which
that is may reflect syllable structure constraints, and does not
mean that speakers normalize the duration of words to adjust
for variability according to this unit.

C. Particles and the domain of compensation

One important issue for Japanese word duration is gram-
matical particles, which clearly form part of a prosodic word
with the preceding lexical item. Thus, although the genitive
particle /no/ in /nihoN-no/ ‘‘Japan’s’’ is not part of the lexi-
cal item /nihoN/ ‘‘Japan,’’ it is part of the word for prosodic
purposes. If there is compensation, the correlation of dura-
tion of some larger unit with number of moras should be
strongest if the larger unit is exactly the domain within
which compensation occurs. For example, if compensation
takes place within the prosodic word /nihoN-no/, but the du-
ration of only the lexical word /nihoN/ is measured, compen-
sation between the final moras of /nihoN/ and the particle
/no/ will be disturbed.

Since the proposed across-mora compensation effect is a
prosodic process, its domain is more likely to be the prosodic
than the lexical word.@Itô and Mester~1995! assume this.#
Portet al. ~1987! do not test the domain of across-mora com-
pensation, but if compensation stops at the boundary of the
prosodic word, their theory would predict that the correlation
between word duration and number of moras would be stron-
ger when particles are included in the word.~That is, in the
string /nihoN-no minami/ ‘‘South of Japan,’’ if there is com-
pensation within /nihoN-no/ and within /minami/ but not be-
tween /no/ and /mi/, correlations would be stronger if the
duration of /nihoN-no/ is measured than if that of /nihoN/
alone is.! If the domain of compensation is the lexical word
~i.e., compensation within /nihoN/ but not between /nihoN/
and /no/!, their theory would predict a stronger correlation of
number of moras with lexical word duration~particles ex-
cluded! than with prosodic word duration~particles in-
cluded!. If there is compensation even across word bound-
aries ~i.e., compensation between /no/ and /mi/ as well as
within /nihoN-no/ and /minami/!, their theory would predict
equally strong correlations whether particles are included in

word duration or not, since neither the prosodic nor the lexi-
cal word would be the domain of compensation.

However, the hypothesis that there is no mora-based
compensation~that each mora simply contributes its variabil-
ity to the variability of the larger unit, the word! predicts that
the correlation between number of moras and whole word
duration will be stronger without particles than with them.
This is because the particles, as additional moras, contribute
additional variability to the variability of whole word dura-
tion. Thus, a stronger correlation when particles are excluded
than when they are included would favor either the hypoth-
esis that the mora is a nontemporal unit~i.e., no compensa-
tion! or the hypothesis that the lexical word is the domain of
compensation. Any other outcome would favor the hypoth-
esis that there is compensation within some domain larger
than the lexical word.

We calculated the correlation between whole word du-
ration and number of moras in the word, with particles in-
cluded, for each speaker. Thus, the entire duration of
/minami-no/ ‘‘South-genitive’’~four moras! was used. For
this analysis, only words which were produced with a par-
ticle were included.~Words such as /daigaku/, /hurimasu/,
and /tomokaku/~1a–c!, which were produced with no fol-
lowing particle, were excluded.! We also calculated the cor-
relation between whole word duration and number of moras
with particles excluded for these same words. Results appear
in Table IV. Of the 11 speakers, 10~all but speaker C! show
a stronger relationship when particles are excluded, and the
difference in strength of correlation coefficients is significant
@F(1,10)514.17, p,0.004#. Thus, word duration is more

TABLE IV. ~a! Correlations~r! between word duration and number of
moras, with particles included and excluded. Only words which were pro-
duced with a following particle are included in the analysis. Number of
words in parentheses.~b! Average durations for these words, by number of
moras. Number of words in parentheses.~Since particles can have more than
one mora, number of words in the two columns does not match.!

~a! Speaker~n!
Particles
excluded

Particles
included

A ~21! 0.916 0.785
B ~28! 0.818 0.748
C ~14! 0.736 0.782
D ~23! 0.795 0.618
E ~27! 0.924 0.740
F ~19! 0.872 0.710
G ~16! 0.973 0.936
H ~16! 0.872 0.752
I ~14! 0.800 0.790
J ~30! 0.902 0.853
K ~17! 0.901 0.860

~b! No. of moras
Average duration without

particles~ms!
Average duration with

particles~ms!

1 171.68 ~4! not applicable
2 246.08 ~61! 351.69 ~3!
3 339.83 ~79! 404.12 ~54!
4 430.28 ~55! 497.79 ~72!
5 607.23 ~17! 588.79 ~57!
6 583.08 ~7! 771.88 ~22!
7 857.40 ~2! 740.96 ~11!
8 not applicable 985.13~4!
9 not applicable 1233.72~2!
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predictable if particles are excluded~leaving duration of the
lexical word! than if they are included. For the compensation
hypothesis, this is an unlikely result, since it suggests that the
domain of compensation is the lexical word rather than the
prosodic word or some other unit. However, it is in accord
with accumulation of variance: there are simply more moras
to contribute variability if particles are included.

D. Effects of syllable structure—Special types of
moras

The compensation hypothesis predicts that if a syllable
containing the mora nasal, a long vowel, or the beginning of
a geminate obstruent is not as long as two CV moras, com-
pensation will normalize for such durational differences,
keeping the total duration of the word~nearly! predictable
from its number of moras regardless of the structures of its
syllables. The hypothesis that the mora is a structural, non-
temporal unit, however, predicts that non-CV syllables will
affect total word duration. This hypothesis claims that the
mora-rhythm of Japanese stems not from compensation for
non-CV moras, but rather from~among other things! the sta-
tistical predominance of CV moras. Portet al. ~1987, pp.
1577–1578, experiment 2! find little or no effect of syllable
type on word duration, but they do not statistically test the
apparent low durations of words in their data with geminate
obstruents and a devoiced vowel. In another experiment
~Port et al., 1987, pp. 1582–1583, experiment 4!, they find
that CVVCV and CVCCV words are significantly shorter
than CVCVCV words, although they are certainly longer
than CVCV words.@Han ~1994! shows similar results.#

To test the effect of non-CV syllables, we classified all
words in the corpus by syllable type. The categories and
number of words in them are shown in Table V~along with
results described below!. This classification is somewhat ab-
stract: fast speech deletions were counted as a separate cat-
egory, even if the deletion produced one of the other special
syllable types phonetically. For example,@bokwa# or @boku8a#
for /boku-wa/ ‘‘I-topic’’ was counted as a fast speech dele-
tion rather than as a devoiced~or deleted! vowel, because the
environment for phonological devoicing is not present, and

these forms cannot occur in careful speech.@&~{'#b{# for
/mainiti/ ‘‘every day’’ was classified as a fast speech deletion
rather than as a mora nasal. Words containing more than one
special mora type were treated as a separate category.

Words of the special syllable types are not equally dis-
tributed across the range of number of moras in the word.
For example, geminate obstruents can only occur in a word
with at least three moras, since they can be neither word-
initial nor word-final. Furthermore, individual speakers did
not produce words of each special syllable type for each
possible number of moras~e.g., eight speakers produced
three-mora long-vowel words, but only three produced five-
mora long-vowel words!. The effect of special mora type on
duration thus cannot be investigated for each speaker sepa-
rately.

We therefore tested the effect of syllable type on the
average duration of a mora within each word, using a within
subjects analysis of variance. If non-CV syllables affect
word duration, this will be reflected as an effect on average
mora duration~Table V!. The effect of syllable type is sig-
nificant @F(6,58)55.260, p,0.0003#. Words with long
vowels, fast speech deletions, or multiple non-CV syllable
types are relatively short. While it is somewhat surprising
that words with devoiced vowels are hardly shorter than
words with no special moras, the fact that there are signifi-
cant differences among the syllable types argues against
compensatory mora-timing. There could be limited compen-
sation which is not strong enough to equalize all differences,
but it is clear that special mora types affect duration in sig-
nificantly different ways.

E. Truncating words by removing arbitrary portions

1. Final truncation

As discussed in Sec. III C, Portet al. ~1987! do not es-
tablish whether the word is the domain of compensation, but
do claim that compensation functions to make the duration of
some unit such as the word predictable from its number of
moras. If the domain of the across-mora compensation effect
is the word~so that there is no compensation across word
boundaries!, then when one removes some arbitrary part of
the word, the relationship between the duration of the re-
maining part of the word and the number of moras in it
should be weaker than the relationship between duration and
number of moras for the entire word. This is because one has
removed some of the segments which are compensating for
variation in the remaining segments, or removed some of the
segments for which the remaining segments are compensat-
ing.

For example, if the final mora of a word contains a seg-
ment which is inherently shorter than average, such as /r/,
under Portet al.’s prediction, segments both in that mora and
in others lengthen in compensation. If one removed the du-
ration of the final mora, the duration of the remainder of the
word would be longer than predicted by the number of moras
it contains, because the compensatory adjustments would re-
main, without the segment /r/ that caused them. The reverse
would apply if a segment of the final mora were longer than
usual. If a segment in the penultimate, rather than final, mora

TABLE V. Types of syllable structures into which words were classified,
number of words of each type in the corpus, and average mora duration
~average duration of moras of each word, then averaged across words of that
syllable type!. No word is counted in more than one category.

Type No. of words
Average mora
duration~ms!

Geminate obstruent 29 130.30
Mora nasal 51 123.85
Long vowel 52 108.31
Devoiced vowel~word containing

a voiceless or deleted vowel
in a devoicing environment!

34 130.49

Fast speech deletion~word with
an underlying segment elided
in a non-devoicing environment!

27 112.05

Multiple ~word containing more
than one of the above!

47 110.86

Other ~word containing only CV
or V moras, where no CVV is CV1V1!

176 132.88

1151 1151J. Acoust. Soc. Am., Vol. 109, No. 3, March 2001 N. Warner and T. Arai: The mora in spontaneous speech



were longer or shorter than normal, the final mora~among
others! would compensate for it, so removing the final mora
would leave uncompensated variation. Thus, removing any
arbitrary portion of the word would leave undercompensated
or overcompensated variability, so that the duration of the
remaining portion of the word would not be predicted as well
by the number of moras in it as the duration of the entire
word is.

This is demonstrated schematically in Fig. 1~a!, which
shows a hypothetical four-mora word in which the fourth
consonant is shorter than average~perhaps /r/!. The preced-
ing and following vowels, as well as the consonant before
that, are lengthened to compensate~shown as the gray boxes
and thick line!. If the final mora is removed, the compensa-
tory lengthening of the penultimate consonant and vowel
will remain, making the remaining portion of the word
longer than would be expected based on its mora count. Such
disturbances of the compensation relationship would lower
the predictability of the duration of the remaining portion.
However, the hypothesis that moras simply contribute vari-
ability to the variability of larger units, without compensa-
tion, predicts that the duration of an arbitrarily truncated part
of a word will be more predictable from the number of moras
in it than the duration of the whole word is. This is because
a truncated word has fewer moras—truncation removes
sources of variability by removing moras.

Port et al. ~1987! do not rule out the possibility that
compensation applies within some unit larger than the word,
resulting in compensation even across word boundaries~e.g.,
between /no/ and /mi/ in /nihoN-no minami/ ‘‘South of Ja-
pan’’!. If there were substantial compensation across word
boundaries, they could not have found the strong correlation
between word duration and number of moras that they did.
However, even if there is compensation within some unit
larger than the word, so that moras spanning a word bound-
ary also compensate for each other, the compensation hy-
pothesis would still predict that truncation would lower the
predictability of duration, as long as there is more compen-
sation among the moras within the word than across the

word boundary. Figure 1~b! shows a hypothetical four-mora
word followed by another mora~which is in a different
word!, with the third vowel and the fifth consonant shorter
than average. The durations of the second and fourth vowels
and the third and fourth consonants are lengthened to com-
pensate for the short third vowel, and the fourth and fifth
vowels are lengthened to compensate for the short fifth con-
sonant. Unless there is at least as much compensation across
the word boundary as between the third and fourth moras,
removing the last mora of the word~the fourth mora! will
still reduce the predictability of the duration of the first three
moras. In our corpus, it is unlikely that there is on the aver-
age more compensation across word boundaries than within
words, since some words precede a pause.

We tested this prediction of the across-mora compensa-
tion hypothesis by measuring the durations of words without
their final two moras~e.g., the duration of /kagosi/ in the
word /kagosimasi/ ‘‘Kagoshima City’’!. The correlation of
these truncated durations with the number of moras in the
remaining part of the word was then calculated. Particles
were excluded before truncation. The final two moras do not
form any prosodic unit, and constitute an arbitrary portion of
the word. Removing only one mora might not be enough to
demonstrate a clear effect~either of increased or decreased
predictability!, while removing more than two moras would
make many words too short to examine. Words with only
one or two moras were, of course, excluded from this analy-
sis. Words in which the boundary between penultimate and
antepenultimate moras falls during a geminate obstruent
~e.g., /ikkai/ ‘‘one time’’! or long vowel~e.g., /nyuuyooku/
‘‘New York’’ ! were also excluded, as it is difficult to place
an accurate mora boundary within these segments. To allow
accurate comparison of truncated and nontruncated words,
we also calculated the usual whole word correlation for ex-
actly those words which could be used for the truncation
analysis.

As shown in Table VI, the correlations between number
of moras and duration are significantly stronger for the trun-
cated words than for the corresponding whole words

FIG. 1. ~a! Durations of consonants
~lines! and vowels~boxes! in a hypo-
thetical four-mora word, where the
fourth consonant is shorter than aver-
age, assuming compensation across
moras within the word. Gray portions
of boxes and the thick portion of the
line for C3 represent compensatory
lengthening to adjust for the short C4 .
The noncompensatory portions of all
vowels ~white boxes! are of equal
length, as are the noncompensatory
part of C1 , C2 , and C3 ~thin lines!. ~b!
The same, for a hypothetical four-
mora word and the first mora of the
following word (C5V5), where V3 and
C5 are shorter than average, assuming
compensation both within the word
and across word boundaries. Lengths
of the thin lines~except C5! and the
white boxes~except V3! are equal.
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@F(1,10)536.03,p,0.0002#. This result contradicts the hy-
pothesis of across-mora compensation, and supports the hy-
pothesis of accumulation of variance. Rather than disturbing
the compensation relationships within the word and making
the duration of the remainder less predictable, removal of a
portion of the word makes the duration of the remainder
significantly more predictable by removing sources of vari-
ability.

The compensation hypothesis proposed by Portet al.
~1987! could only account for this result if many words had
compensation across the word boundary, but less or none
across the truncation point. This is unlikely, since there is no
reason for durations to be particularly stable at the arbitrary
truncation point, but compensation might well stop at the
word boundary, and words which were followed by a pause
cannot possibly have compensation across the word bound-
ary. However, a modified version of the earlier hypothesis
that there is compensation only within the mora might be
able to account for this result with the addition of a final-
lengthening effect. If compensation made each mora more
similar in duration to other moras, but an additional final-
lengthening effect, independent of mora-timing, made the
last few moras of a word longer, then the last few moras of a
word would be the most divergent from the average duration
of a mora because they would be the only ones subject to any
effect other than normalization. Thus, their exclusion would
improve the predictability of the duration of the remaining
string.

2. Initial truncation

The question of whether the final truncation results in-
dicate traditional mora-timing~within-mora compensation!
plus final lengthening or simply the lack of compensation
~accumulative variance! can be addressed by removing the

initial two moras of the word instead of the final two. If the
stronger correlations under final truncation mean that moras
tend toward the same duration with the exception of the
lengthened final few, then removing the initial two moras
should lead to weaker correlations, because one would be
removing two of the least divergent moras. The across-mora
compensation hypothesis of Portet al. makes the same pre-
diction as with final truncation: weaker correlations when
any arbitrary portion of the word is removed. The accumu-
lation of variance hypothesis~lack of compensation! also
makes the same prediction as for final truncation: correla-
tions should be stronger when moras are removed, whichever
moras those are.

For this analysis, the procedures were identical to those
of the final truncation analysis, but correlations were calcu-
lated with the initial two moras removed instead of the final
two ~i.e., the duration of /simasi/ in /kagosimasi/ ‘‘Ka-
goshima City’’ was measured!. Words in which the bound-
ary between the second and third moras falls during a gemi-
nate obstruent or long vowel, such as /tyotto/ ‘‘a little’’ and
/izyoo/ ‘‘above,’’ were excluded. These are not always the
same words as must be excluded for final truncation. The
correlation of~untruncated! whole word duration with num-
ber of moras was also calculated for exactly those words
which could be used for the initial truncation analysis.

The choice to exclude the initial two moras is motivated
by the same factors as the truncation of the final two moras,
but the initial two moras of a word do usually constitute a
foot in Japanese, and thus could form a prosodic unit. How-
ever, mora-timing has not to our knowledge been proposed
to depend on foot structure. There is relatively little evidence
of foot structure influencing duration in Japanese, and this
evidence regards highly rhythmic speech~Tajima, 1998!.
Since the speech in our corpus is relatively fast, foot struc-
ture is unlikely to influence the predictions of the various
theories regarding initial truncation.

Table VII shows the correlations of duration of initial-

TABLE VI. ~a! Correlation coefficients~r! of final-truncated duration and
whole word duration with number of moras in the truncated or whole word
string. Number of words in parentheses.~b! Average durations for the same
words. Number of words in parentheses.

~a! Speaker Truncated Entire word

A ~26! 0.947 0.790
B ~25! 0.915 0.749
C ~20! 0.934 0.702
D ~26! 0.846 0.745
E ~34! 0.952 0.870
F ~30! 0.930 0.745
G ~21! 0.936 0.904
H ~18! 0.910 0.577
I ~21! 0.922 0.707
J ~25! 0.862 0.781
K ~21! 0.879 0.766

~b! No. of moras Truncated~ms! Whole word~ms!

1 118.81 ~125! not applicable
2 224.16 ~103! not applicable
3 356.14 ~23! 374.68 ~125!
4 416.99 ~12! 484.51 ~103!
5 590.22 ~5! 616.22 ~23!
6 not applicable 649.89~12!
7 not applicable 872.13~5!

TABLE VII. Same as Table VI, for initial truncation.

~a! Speaker Truncated Entire word

A ~23! 0.810 0.796
B ~23! 0.844 0.758
C ~20! 0.827 0.702
D ~26! 0.885 0.712
E ~33! 0.937 0.902
F ~32! 0.815 0.806
G ~19! 0.884 0.902
H ~16! 0.568 0.534
I ~21! 0.775 0.717
J ~22! 0.874 0.776
K ~19! 0.846 0.453

~b! No. of moras Truncated~ms! Whole word~ms!

1 130.16 ~110! not applicable
2 261.41 ~102! not applicable
3 364.92 ~28! 371.56 ~110!
4 433.51 ~11! 485.74 ~102!
5 571.70 ~3! 595.15 ~28!
6 not applicable 638.34~11!
7 not applicable 863.54~3!
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truncated words with number of remaining moras, as well as
correlations for the same words intact. All speakers except
speaker G have a stronger relationship between duration and
number of moras for initial-truncated words than whole
words, and this difference in the correlation coefficients is
significant@F(1,10)57.03,p,0.03#.6 This result contradicts
the across-mora compensation hypothesis, and also rules out
the possibility that the final-truncation result was due to
within-mora compensation~tendency toward isochrony! plus
final lengthening, but supports the hypothesis that moras
simply contribute variability to the variability of the whole.
It is not simply that the final two moras are the most variable.
Rather, removing either the final or the initial two moras
decreases variability in the remainder of the word. One could
extend this test by removing other arbitrary portions of
words, but it appears thus far that no matter what portion of
the word is removed, the duration of the remainder of the
word is more predictable than duration of the whole word.

For most speakers, final truncation improves the predict-
ability of duration by more than initial truncation does. This
may indicate a final lengthening effect without any tendency
toward isochrony. We tested for the presence of final length-
ening in this corpus in several ways. We found that the av-
erage duration of moras located in the final two moras of the
word ~exclusive of particle!, 128.71 ms, was significantly
longer than the average duration of moras earlier in the word,
115.40 ms@F(1,267)518.33,p,0.001, excluding the same
words as in the final truncation analysis#. The average dura-
tion of a mora within the first two moras of the word, 116.16
ms, is significantly shorter than the average duration of later
moras, 128.31 ms@F(1,253)511.43, p,0.002#. The aver-
age duration of moras in particles, which are always final
~151.50 ms!, is significantly longer than the average duration
of moras in the word stem~115.77 ms! @F(1,224)562.03,
p,0.001#. Finally, words produced without any particle
have significantly higher average mora duration, 134.76 ms,
than the stems of words produced with particles~115.77 ms!
@F(1,10)516.68, p,0.003#, indicating that when particles
are present, final lengthening affects them rather than the
stem.

These tests indicate that there is final lengthening in this
data. We do not investigate the domain of final lengthening,
and have no reason to doubt Kaiki, Sagisaka, and colleagues’
finding that it is the last mora of the ‘‘breath group’’ that is
lengthened in Japanese~Takedaet al., 1989; Kaiki et al.,
1992a, b; Sagisaka, 1992; Kaiki and Sagisaka, 1992, 1993!.
Our results mean simply that the boundaries of the units to
which final lengthening applies often enough coincide with
word boundaries to show a significant lengthening effect at
word boundaries. This clarifies the difference between the
final- and initial-truncation results. Because of final length-
ening, the final two moras of a word diverge from the typical
duration of a mora by more than other moras in the word do.
Final lengthening indicates that there is at least one form of
speaker control or planning of duration: it is one way in
which mora durations systematically diverge from random
variance. However, final lengthening does not require any
relationship to the mora, and is orthogonal to the issue of
mora-timing.

IV. DISCUSSION

These results contradict the mora-timing hypothesis
based on across-mora compensation as put forth by Port
et al. ~1987!. They support the hypothesis that moras simply
contribute variability to the variability of the word, without
compensation. This is therefore evidence that the importance
of the mora in Japanese rhythm stems from structural factors
in the phonology of the language rather than durational nor-
malization. We have shown that the relationship between
word duration and number of moras is far weaker in sponta-
neous speech than in the careful speech of the previous lit-
erature, and that the mora is only a slightly better predictor
of word duration than the segment, a nonprosodic unit~Secs.
III A and B!. We have also shown that word duration is more
predictable within the lexical than the prosodic word, which
would be an unexpected result for a prosodic compensation
effect but is predicted by the hypothesis that variance accu-
mulates ~Sec. III C!. There is also a significant effect of
non-CV syllable structures on word duration~Sec. III D!.

Finally, our analyses of word duration predictability in
truncated and whole words~Sec. III E! provide very strong
evidence against compensatory mora-timing, particularly
against the hypothesis that compensation serves to normalize
the duration of some higher unit such as the word. As dis-
cussed earlier, the only way, under this hypothesis, that trun-
cating words could increase the predictability of their dura-
tions would be if there were compensation across word
boundaries, but little or none within the word at the trunca-
tion point, which is unlikely. However, both types of trunca-
tion show an increase in predictability of duration under
truncation.

All of the results are consistent, however, with the hy-
pothesis that the mora is not used for normalizing duration,
and that its importance in Japanese rhythm rather derives
from phonological factors. If there is no compensation, then
the simplest assumption is that each mora~or other subword
unit! contributes variability to the variability of the larger
unit, the word. That is, variance accumulates~Ohala, 1975!.
The variance of a word with many moras is greater than the
variance of a word with few moras, because there are more
sources of variability. By showing that the duration of whole
words is less predictable than the duration of truncated
words, we have shown that the truncated moras also contrib-
ute variability to the duration of the whole. They do not
reduce the variability of the whole, as they would if there
were a compensation relationship between the truncated por-
tion and the remaining portion. The comparison of correla-
tions with and without particles also supports this finding,
since removing particles is a type of truncation as well. The
only systematic effect on word duration for which we find
evidence is final lengthening, which is not related to mora-
timing.

Our results do show that for most speakers, the mora is
the unit which best predicts word duration in Japanese
~among the units tested!. If mora-timing were re-defined to
mean only that the mora is for most speakers the best pre-
dictor of word duration in the language~a definition without
compensation or isochronous moras!, then one could state
that Japanese is mora-timed. However, this is not one of the
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definitions of mora-timing which appears in the literature.
Since the mora is clearly relevant in the segmentation,

and generally the psycholinguistic processing, of Japanese,
the evidence against compensatory mora-timing brings up
the question of what makes the mora psycholinguistically
important, if it is not a tendency toward regular timing. We
conclude that the mora isrelatively regularly timed in Japa-
nese~in that it is more regularly timed than other prosodic
units!, and is a relatively good predictor of word duration,
not because of compensation but because of phonological,
structural factors. These include the lack of an effect of pitch
accent on duration, the lack of reduction of unaccented vow-
els, the lack of an opposition or alternation between accented
and unaccented vowels, the statistical predominance of CV
syllables in Japanese, and the lack of perceptual cues other
than duration difference to the phonemic length distinctions.
We propose that these factors, without any durational com-
pensation, create the mora-rhythm of Japanese, which is
what listeners make use of in parsing. Thus, we do not con-
clude that the mora is a historical relic maintained only by
orthography~as in Beckman, 1982!. The mora is important
in Japanese, but it is factors in the structure of the language,
not durational compensation, which create its mora rhythm.
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1The only analyses which do not use the same words in all conditions are the
syllable structure analysis~Sec. III D! and one test for final lengthening
@comparing words produced with and without particles~Sec. III E 2!#.

2One speaker, A, came from Kagoshima, the dialect of which is said to have
syllable-timing rather than mora-timing. This speaker’s results are included
here nonetheless, because they do not seem to differ from other speakers’
results. In particular, speaker A shows a very weak effect of number of
syllables on duration, just as other speakers do~Table III!. The speaker may
have used a variety of Japanese which is rhythmically similar to the stan-
dard dialect during the recording because he was not addressing members
of his own dialect community. There is some evidence from pitch accent
that the speaker was attempting to speak Standard Japanese in the record-
ing. The other speakers of nonstandard dialects were not from Kagoshima.

3Port et al. ~1987! do not rule out the possibility of compensation across
word boundaries, but since the recent literature on mora-timing focuses on
predictability of word duration, we chose a careful definition of the word.

4Even noncoronal palatalized segments are sometimes analyzed as single
segments on phonological grounds, thus /ky/ instead of /ky/. We also per-
formed this analysis with all palatalized segments counted as single seg-
ments, with similar results.

5Geminate obstruents are best analyzed as two segments: they make up the
coda of one syllable and the onset of the next. The fact that they cannot
occur word-initially or word-finally supports this analysis. There are rea-
sons based on the pitch accent system to count long vowels as two seg-
ments, as well~Vance, 1987!, but the situation is less clear than for gemi-
nate obstruents.

6Since the closure portion of a post-pausal word-initial voiceless stop cannot
be measured, the closure duration of word-initial voiceless stops was in-

cluded in the total word duration only if the stop followed some other
speech sound rather than a pause. This unavoidable difference in measure-
ments could increase the variability of the word-initial mora. Therefore, we
also performed the initial truncation analysis excluding any voiceless stop-
initial words which follow a pause~those for which closure duration could
not be measured!. This leaves rather few words~as few as 11 for one
speaker!, so the correlations are less reliable. Still, 9 of the 11 speakers
have a stronger correlation for initial truncated words than for the same
words intact, although the difference is not quite significant@F(1,10)
54.45,p50.061#.

Arai, T., and Greenberg, S.~1997!. ‘‘The Temporal Properties of Japanese
are Similar to those of English,’’ in Proceedings of the 5th European
Conference on Speech Communication and Technology, Vol. 2, pp.
1011–1014.

Beckman, M.~1982!. ‘‘Segment Duration and the ‘Mora’ in Japanese,’’
Phonetica39, 113–135.

Beckman, M.~1992!. ‘‘Evidence for Speech Rhythms across Languages,’’
in Speech Perception, Production, and Linguistic Structure, edited by Y.
Tohkura, E. Vatikiotis-Bateson, and Y. Sagisaka~Ohmsha, Tokyo!, pp.
458–463.

Bradlow, A., Port, R. F., and Tajima, K.~1995!. ‘‘The Combined Effects of
Prosodic Variation on Japanese Mora Timing,’’ in Proceedings of the
International Congress of Phonetic Sciences, Vol. 4, pp. 344–347.

Campbell, N. ~1992!. ‘‘Segmental Elasticity and Timing in Japanese
Speech,’’ inSpeech Perception, Production, and Linguistic Structure, ed-
ited by Y. Tohkura, E. Vatikiotis-Bateson, and Y. Sagisaka~Ohmsha,
Tokyo!, pp. 403–418.

Cutler, A., and Otake, T.~1994!. ‘‘Mora or Phoneme? Further Evidence for
Language-specific Listening,’’ J. Memory Lang.33, 824–844.

Dauer, R. M.~1983!. ‘‘Stress-timing and Syllable-timing Reanalyzed,’’ J.
Phonetics11, 51–62.

Dauer, R. M.~1987!. ‘‘Phonetic and Phonological Components of Language
Rhythm,’’ in Proceedings of the Eleventh International Congress of Pho-
netic Sciences, Vol. 5, pp. 447–450.

Han, M. S.~1962!. ‘‘The Feature of Duration in Japanese,’’ Onsei no Ken-
kyuu 10, 65–80.

Han, M. S.~1994!. ‘‘Acoustic manifestations of mora timing in Japanese,’’
J. Acoust. Soc. Am.96, 73–82.

Hoequist, Jr., C.~1983a!. ‘‘Durational Correlates of Linguistic Rhythm Cat-
egories,’’ Phonetica40, 19–31.

Hoequist, Jr., C.~1983b!. ‘‘Syllable Duration in Stress-, Syllable-, and
Mora-timed Languages,’’ Phonetica40, 203–237.

Homma, Y.~1981!. ‘‘Durational Relationship Between Japanese Stops and
Vowels,’’ J. Phonetics9, 273–281.
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Speech can remain intelligible for listeners with normal hearing when processed by narrow
bandpass filters that transmit only a small fraction of the audible spectrum. Two experiments
investigated the basis for the high intelligibility of narrowband speech. Experiment 1 confirmed
reports that everyday English sentences can be recognized accurately~82%–98% words correct!
when filtered at center frequencies of 1500, 2100, and 3000 Hz. However, narrowband low
predictability ~LP! sentences were less accurately recognized than high predictability~HP!
sentences~20% lower scores!, and excised narrowband words were even less intelligible than LP
sentences~a further 23% drop!. While experiment 1 revealed similar levels of performance for
narrowband and broadband sentences at conversational speech levels, experiment 2 showed that
speech reception thresholds were substantially~.30 dB! poorer for narrowband sentences. One
explanation for this increased disparity between narrowband and broadband speech at threshold
~compared to conversational speech levels! is that spectral components in the sloping transition
bands of the filters provide important cues for the recognition of narrowband speech, but these
components become inaudible as the signal level is reduced. Experiment 2 also showed that
performance was degraded by the introduction of a speech masker~a single competing talker!. The
elevation in threshold was similar for narrowband and broadband speech~11 dB, on average!, but
because the narrowband sentences required considerably higher sound levels to reach their
thresholds in quiet compared to broadband sentences, their target-to-masker ratios were very
different ~123 dB for narrowband sentences and212 dB for broadband sentences!. As in
experiment 1, performance was better for HP than LP sentences. The LP-HP difference was larger
for narrowband than broadband sentences, suggesting that context provides greater benefits when
speech is distorted by narrow bandpass filtering. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1340643#

PACS numbers: 43.71.Es, 43.71.Gv@CWT#

I. INTRODUCTION

Speech communication is a remarkably robust process
for listeners with normal hearing. Evidence for this comes
from studies of speech perception in adverse listening con-
ditions. These include listening environments with complex
forms of interfering noise~e.g., competing voices: Cherry,
1953! and reverberation~e.g., Helfer, 1994!, as well as dis-
tortions which disrupt the temporal structure by replacing
segments of speech with silence~e.g., Miller and Licklider,
1950; Huggins, 1975! or restrict the frequency range of the
signal by filtering~Lippmann, 1996; Warrenet al., 1995!.

An example of extreme resilience to spectrally impover-
ished speech was provided by Warrenet al. ~1995!. They
showed that listeners were able to correctly identify more
than 95% of the key words in a set of everyday English
sentences, which had been passed through one-third octave
bandpass filters with center frequencies of 1100, 1500, and

2100 Hz. Filters with lower center frequencies~530 and 750
Hz! and higher frequencies~3000 and 4200 Hz! produced
somewhat lower scores, though still generally above 50%,
while the two most extreme filters~370 and 6000 Hz! re-
sulted in recognition scores lower than 25%. The pattern of
identification accuracy across frequency bands approximates
the importance function of the Articulation Index~Fletcher,
1953! which reaches a maximum between 1500 and 2000 Hz
~Bell, Dirks, and Trine, 1992; Pavlovic, 1994!.

The high intelligibility of narrowband sentences is note-
worthy, given that the one-third octave bandwidths and 96
dB/octave skirts of the elliptical filters used by Warrenet al.
eliminated a substantial proportion of the frequency spec-
trum. This is illustrated in Fig. 1, which shows broadband
and narrowband versions of the phrase ‘‘the watchdog.’’ The
right panel shows that only fragments of the formant pattern
remain visible in the spectrogram of the narrowband version,
centered at 1500 Hz. The narrowband speech lacks several
features that may contribute to the identification of vowels
and consonants. For example, the spectral peak associated
with the first formant is completely removed by filtering.
Only a small segment of the rising second-formant transition
of the /w/ in ‘‘watchdog’’ remains visible, and the
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frication noise associated with the affricate /~/ appears at a
lower frequency.

How do listeners recognize speech under such extreme
forms of distortion? Part of the answer lies in the temporal
modulation structure of speech~Steeneken and Houtgast,
1980; Drullman, Festen and Houtgast, 1996!. The amplitude
modulations in narrowband speech preserve some informa-
tion about time-varying changes in the frequencies of the
formants. Variation in overall amplitude provides cues for
manner of articulation for consonants~Faulkner and Rosen,
1999! and prosodic information about the stress pattern of
the sentence and the timing of vowel and consonant alterna-
tion ~Grant and Walden, 1996!. Periodicity in the
narrowband waveform makes it possible to estimate the fun-
damental frequency and contributes cues for voicing, even
though speech filtered through a one-third-octave band cen-
tered at 1500 Hz or higher does not convey a strong sensa-
tion of voice pitch.

A second factor contributing to the high intelligibility of
narrowband speech is linguistic context~Miller, Heise, and
Lichten, 1951!. Context restricts the number of plausible
lexical candidates and activates the matching mechanisms of
the lexicon. The stimuli used by Warrenet al. were mean-
ingful sentences from the CID test battery~Silverman and
Hirsh, 1955! which contain a high degree of semantic con-
text. It is reasonable to expect that lower intelligibility would
have resulted had they used sentences with reduced linguistic
redundancy. Further declines would be expected with word
lists or nonsense syllables which, in addition to loss of se-
mantic context, eliminate the syntactic and prosodic cues
provided by the sentence.

A third factor is that not only the passbands, but also the
transition bands of narrowband speech contribute to its intel-
ligibility. Warren et al. ~1995! amplified their narrowband
sentences to match the level of the broadband sentences. In a
subsequent study, Warren and Bashford~1999! showed that
both the passband and the transition bands contribute to in-
telligibility when narrowband speech is amplifiedto levels

near the high end of the conversational speech range~around
75 dB!, with the greater contribution coming from the tran-
sition bands. Narrowband speech may be more intelligible
when amplified to the level of conversational speech than at
lower levels, because at lower levels some frequency com-
ponents in the sloping transition bands of the filters would
fall below the detection threshold.

The high intelligibility of narrowband speech raises the
question of the ecological significance of the wide bandwidth
of natural speech. Greenberg~1996! suggested that the wide
bandwidth and complex temporal modulation structure of
natural speech serves to shield the signal from masking and
distortion. Although Warrenet al. showed that narrowband
speech is identified as well as broadband speech in quiet,
narrowband speech may prove to be less robust in the pres-
ence of interfering sounds. Reducing the signal bandwidth
decreases the spectral redundancy of the signal and possibly
its resilience to masking.

The present study had three aims: first, to investigate the
contribution of linguistic context to the perception of nar-
rowband speech, as a function of filter center frequency; sec-
ond, to examine the effects of reducing the signal level by
comparing the intelligibility of narrowband speech at conver-
sational and threshold levels; and third, to study the robust-
ness of narrowband speech in the presence of competing
speech maskers.

In experiment 1, the contribution of linguistic factors to
the intelligibility of narrowband speech was examined by
comparing high predictability~HP! and low predictability
~LP! sentences from the Speech Perception in Noise~SPIN!
test ~Kalikow, Stevens, and Elliott, 1977!, as well as their
final words in isolation. The contribution of semantic pre-
dictability was based on a comparison of identification accu-
racy for the final keywords in HP and LP sentences. The LP
sentences eliminated the semantic context, but retained the
syntactic word-class distribution along with the acoustic and
prosodic structure of natural English sentences. Hence, the
separate contribution of syntactic and prosodic factors could

FIG. 1. Spectrograms and amplitude
spectra for the phrase ‘‘The watch-
dog.’’ The broadband version is
shown in the left panel and the nar-
rowband version in the right panel.
The narrowband version is the output
of an elliptical bandpass filter centered
at 1.5 kHz with a one-third-octave
bandwidth, similar to the filter used by
Warrenet al. ~1995!.
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be assessed by comparing performance on the final words in
LP sentences and in isolation.

In experiment 2, the effects of competing speech on sen-
tence intelligibility were measured using the speech-
reception threshold~SRT!, defined as the signal-to-noise ra-
tio required for 50% intelligibility ~Plomp and Mimpen,
1979; Duquesnoy, 1983!. SRTs were used to test the predic-
tion that larger differences between narrowband and broad-
band speech would emerge at lower sound levels. If the tran-
sition bands provide a major contribution to the high
intelligibility of narrowband speech at conversational levels,
then differences between these two conditions would be ex-
pected to emerge at lower levels, since a greater proportion
of each transition band would lie below the threshold of
audibility. Experiment 2 also compared performance in quiet
and with a competing voice to ascertain whether
narrowband speech would be more susceptible to masking
than broadband speech.

II. EXPERIMENT 1

A. Method

1. Listeners

One hundred twenty young native English listeners from
the University of Texas at Dallas undergraduate psychology
program were recruited for this experiment. None of the lis-
teners reported hearing loss. Course credit was offered for
their participation.

2. Stimuli

The experimental stimuli consisted of either sentences or
their final words~lists 1 and 2! taken from the SPIN test of
Kalikow et al. ~1977!. SPIN sentences are phonetically bal-
anced, have a length of five to eight words, and end with a
monosyllabic noun. Each sentence is labeled as either an HP
or LP sentence. HP sentences contain keywords~usually two
to three! that provide semantic links to the final word~e.g.,
‘‘The boat sailed across the bay’’!. In contrast, the final word
in a low predictability sentence cannot be anticipated from
the preceding context~e.g., ‘‘John was talking about the
bay’’!. Each final word appearing in a high predictability
sentence also occurs as a final word in a low predictability
sentence. The keywords, selected from the Thorndike-Lorge
list, consist of words that are neither frequently used nor
uncommon in English.

The list of 100 sentences was recorded by a male
speaker from the north-central Texas region. Speech record-
ings were made in an IAC sound booth using a Shure SM94
microphone, Symmetrix SX202 preamplifier, and AIWA
HD-X300 digital audiotape recorder. The digital recordings
~48-kHz sample rate, 16-bit resolution! were transferred di-
rectly to computer disk via a DAT–Link interface.

Narrowband sentences were constructed by processing
each broadband sentence with a gammatone bandpass filter
~Pattersonet al., 1992; Slaney, 1993!. Gammatone filters
were chosen because they provide a reasonable characteriza-
tion of auditory frequency selectivity measured psychophysi-
cally and physiologically at low sound levels. The band-
widths of the filters increased with center frequency in

accordance with the equivalent rectangular bandwidth~ERB!
function described by Glasberg and Moore~1990!. Figure 2
displays the transfer functions of five gammatone filters with
center frequencies of 750, 1100, 1500, 2100, and 3000 Hz.

The final keywords were excised from the broadband
sentences using a waveform editing program prior to filter-
ing. The onset and offset of the final word were determined
by a combination of visual and auditory criteria. In most of
the sentences, the final word started with a stop consonant or
a fricative, and the cursor was placed at the nearest zero
crossing prior to the burst or onset of frication. In about 10%
of the sentences, the final word started with a vowel or an
approximant~/w/, /l/, /j/, or /r/! and the preceding word
ended in a vowel, and hence there was no clear demarcation
between the final and penultimate words. In these cases the
cursor was placed at a zero crossing in the transition region
and was adjusted so that the initial consonant of the final
word was clearly audible, but no portion of the preceding
word could be heard.

3. Procedure

Separate groups of 60 listeners heard either complete
sentences or just their final words. Within each of these two
main groups, ten listeners were assigned to each of five filter
conditions or the broadband speech condition. Listeners were
tested individually in a sound-treated chamber with stimuli
presented diotically through headphones. The sound-pressure
levels of the broadband sentences ranged from 68 to 73 dB
~Bruel & Kjaer artificial ear type 4152, microphone type
4134, sound-level meter type 2235, A-weighting, slow time
averaging!. The narrowband sentences were scaled to the
same rms level as their broadband versions, and were pre-
sented at an average level of 70 dB. Sentences were approxi-
mately 4.5 dB higher than the excised final words, because
the final word was not always the most intense word in the
sentence. However, since scoring was based on the final
word only, the excised final words were presented at the
same levels they had in the original sentences.

FIG. 2. Transfer functions of the gammatone filters used to generate the
narrowband speech stimuli used in experiment 1. The filter center frequen-
cies were 750, 1100, 1500, 2100, and 3000 Hz, and their equivalent rectan-
gular bandwidths were 106, 143, 187, 251, and 349 Hz, respectively.
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Prior to the experiment, listeners completed a practice
set with ten sentences~the first ten sentences from the SPIN
test, list #3!. These sentences, or their final words~depending
on the experimental group! were presented twice—once as
unfiltered, broadband speech, and subsequently as either nar-
rowband speech or broadband speech~again, depending on
the experimental group!. Listeners responded by typing the
word or sentence they heard using the computer keyboard.
After each trial, the correct response was displayed on the
screen. Listeners were required to identify at least 89% of all
keywords correctly in the broadband speech condition to par-
ticipate in the experiment. Only one listener scored below
89%, and those data were not included in the analyses re-
ported below. The practice sessions lasted approximately 15
min.

During the experimental session which followed, each
group of listeners heard 50 HP and 50 LP sentences or their
final words, using a randomized presentation order for each
listener. The response procedure was the same as that for the
practice session, except that feedback was not provided. In-
telligibility for sentences was measured by scoring the num-
ber of correctly identified final words. The experimental ses-
sion lasted approximately 30 min.

B. Results and discussion

1. Effects of filter center frequency

Figure 3 shows the recognition scores for the final words
in HP and LP sentences~filled symbols! and for the final
words presented alone~unfilled symbols!. It is evident that
speech processed through narrow bandpass filters can remain
highly intelligible in some conditions. This result is consis-
tent with findings reported by Warrenet al. ~1995!. Word
recognition scores varied as a function of center frequency
@F (5,108)5237.22, p,0.01#. The 2100- and 3000-Hz filter
bands produced the highest identification scores, averaging

better than 95% for HP sentences. Scores were higher for the
2100-Hz band than for the 3000-Hz band, although this dif-
ference was not statistically significant.

Compared to the elliptical filters used by Warrenet al.
~1995!, gammatone filters have shallower skirts and nar-
rower tips, and hence may transmit a greater proportion of
the speech spectrum outside their nominal filter passband.
During time intervals when the speech signal contains little
energy in the passband region, the transition bands can indi-
cate the location of a formant peak in the frequency region
above or below the passband. This property is more pro-
nounced in the high-frequency filters~cf. Fig. 2! and may
explain why the 2100- and 3000-Hz bands were more intel-
ligible than the 1500-Hz band in the current study, while
Warrenet al. obtained the reverse pattern. Intelligibility was
substantially reduced for the lower bands~750 and 1100 Hz!,
consistent with Warrenet al. Overall, the 1500–3000-Hz
range was the most resilient to the effects of filtering.

2. Effects of semantic predictability

Figure 3 shows that the final words in HP sentences
~squares! were more intelligible than the final words in LP
sentences~circles! @F (1,108)5154.11;p,0.01#. For the 2100-
and 3000-Hz bands, the semantic context provided by the HP
sentences boosted identification accuracy to levels found
with broadband speech. In fact, planned comparisons showed
that the HP sentences filtered at 2100 Hz were identified as
well as the broadband sentences~.98%!. In contrast, perfor-
mance on the LP narrowband sentences dropped to 84.8%
when semantic predictability was removed.

There was a significant interaction of filter3semantic
predictability@F (5,108)516.52;p,0.01#. Figure 3 shows that
the importance of semantic predictability, as measured by the
difference in intelligibility between HP to LP sentences, was
greater for filter bands with lower center frequencies, with
the exception of the lowest band~750 Hz!. However, the
interaction must be interpreted with caution since floor and
ceiling effects might have contributed to the pattern.1 To
circumvent this difficulty, experiment 2 used threshold mea-
sures instead of percent correct scores.

3. Effects of sentence context

Listeners identified the final words in sentences more
accurately than the final words in isolation@F (1,108)

5288.21; p,0.01#. The difference between excised words
and sentences was large~34%! for narrowband speech, but
diminished in the broadband condition~4%! where perfor-
mance was again close to ceiling, contributing to the signifi-
cant filter3context interaction@F (1,108)513.28; p,0.01#,
and a significant three-way interaction of filter3context
3predictability @F (5,108)514.92; p,0.01#. For narrowband
speech, the pattern of identification accuracy as a function of
center frequency was similar for sentences and excised
words. This result was expected since performance in each
case was based on the identification of the acoustically iden-
tical final word.

Since there were no acoustic differences between the
final words in isolation and in sentence context, the perfor-

FIG. 3. Results of experiment 1: Word recognition accuracy for
narrowband and broadband speech. Square symbols: HP condition; circles:
LP condition. Filled symbols: final words in sentence context; unfilled sym-
bols: excised final words. Error bars show61 standard error across the ten
listeners in each condition.
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mance drop can be attributed to contextual information pro-
vided by the preceding sentence fragment. In the case of LP
sentences, even the semantic context had been removed, and
yet intelligibility was 23% higher for narrowband LP sen-
tences than for excised words. This result emphasizes the
important contribution of sentence context to the high intel-
ligibility of narrowband speech.

For the excised final words, performance was expected
to be similar for LP and HP conditions since the sentence
context had been removed. Figure 3 shows that the excised
final words were identified more accurately when they came
from LP sentences rather than HP sentences for the 1500-
and 2100-Hz bands. Although the same words appeared in
HP and LP sentences, they were derived from acoustically
different productions. Therefore, HP-LP differences in final
word identification might be the result of variations in speak-
ing style or vocal effort, or differences in word context. The
final words in LP sentences were always preceded by the
article ‘‘the,’’ providing a more consistent word context~and
more stable patterns of coarticulation! than in the corre-
sponding HP sentences. Given that the acoustic cues pro-
vided by the penultimate word in a carrier phrase can con-
tribute to the identification of the final word~Lynn and
Brotman, 1981; Revoileet al., 1995!, it is possible that the
disruption of the pattern of coarticulation caused by excising
the final word resulted in poorer identification. The more
uniform context provided by the LP condition would be less
disruptive, leading to higher identification scores.2

III. EXPERIMENT 2

Experiment 1 showed that HP sentences filtered at cen-
ter frequencies of 2100 and 3000 Hz were just as intelligible
as broadband sentences. However, the elimination of linguis-
tic context greatly reduced the intelligibility of the
narrowband sentences. It is also important to recognize that
the narrowband and broadband sentences in experiment 1
were presented at conversational speech levels and in quiet.
Warren and Bashford~1999! showed that the high intelligi-
bility of narrowband speech at conversational speech levels
depends, in part, on the sloping transition bands of the band-
pass filters. At lower signal levels, the spectral components
that occupy the transition bands are more likely to fall below
the audibility threshold. In comparison, the intelligibility of
broadband speech does not decline materially over a range of
about 100 dB or more~Pollack and Pickett, 1958!. Experi-
ment 2 tested the hypothesis that thresholds would be poorer
for narrowband than broadband sentences because of the re-
duced audibility of spectral components in the transition
bands at lower signal levels.

Experiment 2 also tested the prediction that the narrow
bandwidth of filtered speech would make it more vulnerable
to masking by interfering sounds. Broadband speech maskers
were used because they overlap in spectral and temporal
structure with the target sounds, and represent a common
form of interference in everyday life. Therefore, to determine
the generality of the results and to eliminate floor and ceiling
effects, experiment 2 compared the intelligibility of
narrowband and broadband speech using SRTs~Plomp and

Mimpen, 1979!, both in quiet and in the presence of speech
maskers.

A. Method

1. Listeners

A separate group of 24 young native English speakers
was recruited from the undergraduate psychology program at
the University of Texas at Dallas. The listeners recruited for
experiment 2 had no previous experience with these tasks.
All had normal hearing~absolute thresholds better than 20
dB HL at octave frequencies between 500 and 4000 Hz in
the right ear!. Course credit was offered for their participa-
tion.

2. Stimuli

The target sentences were the narrowband and broad-
band sentences from experiment 1. Only three of the five
filter conditions~1500, 2100, and 3000 Hz! were included.
Excised final words were not presented in this experiment.

The 100 masker sentences were recorded by an adult
female talker from the north-central Texas region. Record-
ings were made as described in experiment 1, except that the
sentences were obtained from lists 7 and 8 of the SPIN test.
The masker sentences were presented at a mean level of 50
dB~A!, while the target speech varied in level according to
an adaptive procedure. The target and masker sentences were
aligned at their offsets so that the final word in each target
sentence terminated at the same time as the final word in the
masker sentence. The masker sentences were chosen to be
similar to ~but never shorter than! the target sentences in
duration.

3. Procedure

Listeners were assigned to one of three filter conditions,
with eight subjects per condition. In addition to narrowband
speech, each listener completed trials with broadband target
sentences. At the beginning of each session, pure-tone
thresholds were obtained, followed by two practice sessions
with broadband and narrowband sentences. The first practice
session was the same as in experiment 1; the second session
provided experience with the adaptive procedure, and in-
cluded six of the eight test conditions:

~1! HP narrowband sentences in quiet;
~2! LP narrowband sentences in quiet;
~3! HP broadband sentences with speech maskers;
~4! LP broadband sentences with speech maskers;
~5! HP narrowband sentences with speech maskers; and
~6! LP narrowband sentences with speech maskers.

Two examples from each condition were presented during
the practice session for a total of 12 sentences. Two addi-
tional test conditions were omitted from the practice session:

~7! HP broadband sentences in quiet; and
~8! LP broadband sentences in quiet.

For the test session, listeners were presented with 96
sentences, 12 for each condition. The order of the sentences
within each condition remained constant, but the presenta-
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tion order of the conditions was varied using a digram-
balanced Latin square design.

SRTs were calculated for the eight conditions using the
following procedure. The first test sentence started below
threshold and was presented repeatedly, each time with an
increase of 4 dB, until the listener correctly identified the
final keyword. Although listeners identified all words in the
sentence, only the final keyword was used to adaptively ad-
just the presentation level of the target sentence. Subsequent
sentences were presented only once and level adjustments
were made depending on whether or not the final word in the
sentence was correctly identified. An incorrect response re-
sulted in a 2-dB increase in the presentation level of the
following sentence and a correct response produced a 2-dB
decrease. The SRT was determined as the average SPL for
sentences 4–12. As in experiment 1, listeners were seated in
a double-walled sound booth, listened to the stimuli monau-
rally ~right ear! over headphones, and responded by com-
puter keyboard as described earlier.

B. Results and discussion

SRTs were expressed as sound levels in dB~A!. Figure 4
shows the means and standard errors across the eight listen-
ers. Lower numbers reflect better performance.

1. Effects of filtering

Although experiment 1 revealed similar intelligibility
for broadband and narrowband sentences at a fixed level of
70 dB, experiment 2 showed substantially higher thresholds
for narrowband than broadband sentences~.30 dB in quiet!.
The appearance of such large threshold differences for
stimuli that are equally intelligible at conversational speech
levels is striking. One explanation is that listeners depend on
the acoustic cues provided by the transition bands in narrow-
band speech to sustain intelligibility. For the 2100- and
3000-Hz bands, the SRTs for the narrowband HP sentences
in quiet are between 55 and 58 dB, only 12–15 dB lower
than the 70-dB presentation level used in experiment 1.

Since the SRT provides an estimate of threshold required to
achieve a 50% level of intelligibility, this suggests a drop in
performance from 98% to 50% when the presentation level
was reduced by as little as 12–15 dB. This outcome is con-
sistent with the hypothesis that a significant contribution to
intelligibility comes from spectral components within the
transition bands of the filters. Some of these components are
likely to fall below the audibility threshold when the signal is
attenuated. The effect of filter center frequency approached
significance@F (2,21)52.77; p50.08# with higher thresholds
for 1500 and 3000 Hz, relative to the 2100-Hz filter, consis-
tent with the pattern of intelligibility in experiment 1.

2. Effects of semantic predictability

Thresholds were on average 3.4 dB lower for HP than
LP sentences in the broadband speech condition@F (1,21)

538.74; p,0.01#. Narrowband speech also showed lower
thresholds for HP than LP sentences,@F (1,21)578.33; p
,0.01#, and the difference increased to 6.9 dB. The effects
of predictability did not vary as a function of filter center
frequency @F (1,21)51.45; p50.26#. Threshold differences
between narrowband and broadband speech revealed a sig-
nificant effect of predictability@F (1,21)516.90; p,0.01#,
suggesting that semantic predictability makes a greater con-
tribution to the intelligibility of narrowband than broadband
speech. In other words, the LP narrowband/broadband differ-
ence was greater than the HP narrowband/broadband differ-
ence, confirming the pattern found in experiment 1.

3. Effects of a competing voice masker

The introduction of competing speech maskers elevated
thresholds by 11.0 dB for the broadband sentences@F (1,21)

5352.97; p,0.01#, consistent with earlier findings~Peters
et al., 1998!. Surprisingly, speech maskers elevated thresh-
olds by a similar amount~11.7 dB, on average! for the nar-
rowband sentences@F (1,21)5130.48; p,0.01#. This result
was unexpected, since it was anticipated that bandlimited
speech would be more susceptible to masking by interfering
sounds. None of the interaction terms in the analysis of vari-
ance~ANOVA ! was significant.

Although the introduction of a speech masker results in
a similar increase in threshold for narrowband and broad-
band sentences, the target-to-masker ratios are very different:
212 dB for broadband LP sentences compared to123 dB
for narrowband sentences. Figure 4 shows that in quiet, the
thresholds for narrowband sentences were about 30 dB
higher than the corresponding broadband sentences. As a re-
sult, the target-to-masker ratios were appreciably higher for
narrowband than broadband speech when speech maskers
were introduced. Figure 5 compares the long-term average
spectra of the narrowband~2100-Hz center frequency! LP
sentences and broadband LP sentences at their respective
thresholds in quiet~left panel! and in the presence of 50-dB
speech maskers~right panel!. The right panel shows that the
spectrum levels of the target sentences were at least 10 dB
below the masker across the entire frequency range, while
the narrowband sentences were more than 30 dB higher in
the region of the filter passband. Thus, at the

FIG. 4. Results of experiment 2: SRTs in quiet~circles! and masked by 50
dB broadband speech~squares! for HP sentences~filled symbols! and LP
sentences~unfilled symbols!. Error bars show standard errors across the 8
listeners.
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higher sound levels needed to reach their identification
thresholds in quiet, the susceptibility of narrowband speech
to 50-dB speech maskers was no greater than broadband
speech.

IV. GENERAL DISCUSSION

Two experiments have confirmed that narrowband
speech can be highly intelligible~Warrenet al., 1995! and
have identified several acoustic and linguistic factors that
contribute to this effect. Fragments of the temporal or spec-
tral composition preserved in narrowband speech are respon-
sible for sustaining its high intelligibility: these may include
amplitude envelope cues, fundamental frequency, and partial
formant information. The filter bands in the midfrequency
range~1.5–3.0 kHz! were more intelligible than lower fre-
quency bands~,1.0 kHz!, replicating earlier findings by
Warren et al. This region encompasses the center frequen-
cies of the second and third formants, which are important
for the identification of both vowels and consonants
~Stevens, 1997!.

Two aspects of linguistic structure were found to con-
tribute significantly to the intelligibility of narrowband
speech. First,semantic predictabilityhelps listeners restrict
the set of lexical candidates evoked by a target word on the
basis of plausibility. Experiment 1 showed that narrowband
sentences with high semantic predictability could be as intel-
ligible as broadband sentences~consistent with Warrenet al.,
1995!, but sentences with low predictability were 20% less
intelligible. Consistent with this finding, experiment 2
showed that SRTs were more than 3 dB lower for HP than
LP sentences. Moreover, the HP-LP difference was greater
for narrowband than broadband sentences, suggesting that
listeners increase their reliance on semantic predictability
when listening to distorted speech.

Second,sentence context without semanticshelps by es-
tablishing links between the target word and earlier words in
the sentence based on syntax or prosody. An important result

of experiment 1 was that the final words in narrowband sen-
tences were substantially more intelligible~by 34%! than
those same words in isolation. This remained true even for
LP sentences, from which semantic predictability was re-
moved ~23% difference!. In comparison, broadband final
words were recognized with near-perfect accuracy, both in
sentence context and in isolation. The difference between
narrowband LP sentences and excised words may arise be-
cause syntactic and prosodic links across words in the sen-
tence help to restrict the number of competing lexical candi-
dates. The results are consistent with recent findings by
Grant and Seitz~2000!, who compared the identification of
words in isolation with words in sentence context, and found
larger effects of context in conditions where bandpass filter-
ing produced lower intelligibility.

While syntactic and prosodic links provide a basis for
uncertainty reduction, nonlinguistic factors may also contrib-
ute to the difference between narrowband LP sentences and
excised words. One such mechanism was proposed by Wat-
kins and Makin~1996!, who demonstrated that the percep-
tion of a test vowel preceded by a narrowband precursor
phrase is altered by central processes that compensate for
distortions of the communication channel, such as filtering.
They proposed that listeners extract contrast-invariant fea-
tures of the narrowband precursor in order to apply a form of
‘‘inverse filtering’’ to correct the distortion of the entire
spectral envelope. If this account is correct, then the benefits
of sentence context should emerge even when the syntactic
links are removed from the sentence and the prosody is dis-
rupted.

Although similar performance was found for
narrowband and broadband sentences in some conditions at
conversational levels~experiment 1!, large differences
emerged at threshold~experiment 2!. SRTs for narrowband
sentences were consistently elevated by as much as 30 dB
compared to broadband speech. This difference in SRTs be-
tween narrowband and broadband speech is a combined
function of the reduced presentation level and the sloping
skirts of the filters. Warren and Bashford~1999! showed that
the intelligibility of narrowband speech~1500-Hz center fre-
quency! benefits from the residual acoustic information
within the 1/3-octave passband, but receives a greater contri-
bution from cues provided by the transition bands. They
found that narrowband sentences were considerably less in-
telligible ~24% compared to 92% keywords correct! when
the filter skirts were increased from 96 dB/oct to near-
vertical ~approximately 1000 dB/oct!. They presented their
sentences at a mean level of 75 dB~A!, which is at the high
end of conversational speech. However, at reduced presenta-
tion levels, the low-amplitude regions of the transition bands
fall below the detection threshold. The reduced audibility of
spectral components in the transition bands may be respon-
sible, at least in part, for the increased effects of filtering
obtained with threshold measures.

An unexpected finding was that broadband speech
maskers led to similar increases in threshold for narrowband
and broadband speech. Contrary to the prediction that the
reduction in bandwidth would increase the susceptibility of
narrowband speech to masking, SRTs were raised by com-

FIG. 5. Long-term average spectra of the LP sentences in experiment 2,
obtained from a 32-channel one-third octave filter bank analysis. The left
panel shows the spectra of the broadband sentences~thin lines with unfilled
circles! and narrowband sentences~2100 Hz, thick solid lines! at their
thresholds in quiet. The right panel shows the spectra of the broadband and
narrowband target sentences at threshold in the presence of a 50-dB speech
masker~dashed line!.
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parable amounts for narrowband and broadband speech~11
dB! in the presence of a 50-dB speech masker. However, this
comparison may be misleading, since a 30-dB increase in
overall level was required to bring the narrowband sentences
up to the same~threshold! level as the corresponding broad-
band sentences in quiet. Comparison of the long-term aver-
age spectra of the narrowband and broadband speech re-
vealed even greater differences in the region of the filter
passband. Thus, at the levels required to make the
narrowband sentences intelligible in quiet, they were rela-
tively impervious to the effects of the 50-dB speech maskers.

V. SUMMARY AND CONCLUSIONS

~1! English sentences processed through narrow~1-
ERB-bandwidth! bandpass filters with center frequencies be-
tween 1.5 and 3.0 kHz were well recognized~82%–98%
correct!, provided that the narrowband sentences were pre-
sented at conversational speech levels and retained a high
level of linguistic redundancy.

~2! Low predictability ~LP! sentences were less accu-
rately recognized than high predictability~HP! sentences
~20% lower scores!, indicating the importance of semantic
context. Consistent with this result, speech reception thresh-
olds ~SRTs! were at least 3 dB higher for LP than HP sen-
tences. Predictability played a greater role as the speech sig-
nal was further degraded in conditions with maskers,
suggesting that semantic predictability can be useful for
‘‘filling in the gaps’’ when portions of the acoustic signal are
missing.

~3! Excised narrowband words were even less intelli-
gible ~by 23%! than those same words in LP sentences, in-
dicating that nonsemantic links across words in sentences
~possibly derived from syntax or prosody! provide a further
contribution.

~4! Narrowband speech was as intelligible as broadband
speech in several conditions when presented at conversa-
tional levels~experiment 1!. However, SRTs were about 30
dB higher for narrowband compared to broadband sentences.
This discrepancy reflects the contribution of spectral compo-
nents in the transition bands of the filters that become less
audible at the lower presentation levels used in threshold
experiments.

~5! Performance was degraded by the introduction of a
speech masker~a single competing talker!, but surprisingly,
the masker had similar effects for narrowband and broadband
speech. Comparisons of the long-term spectra of narrowband
and broadband target sentences and maskers revealed sub-
stantial differences in target-to-masker ratio, especially near
the filter passband.
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Recognition of spectrally asynchronous speech by normal-
hearing listeners and Nucleus-22 cochlear implant users
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This experiment examined the effects of spectral resolution and fine spectral structure on
recognition of spectrally asynchronous sentences by normal-hearing and cochlear implant listeners.
Sentence recognition was measured in six normal-hearing subjects listening to either full-spectrum
or noise-band processors and five Nucleus-22 cochlear implant listeners fitted with 4-channel
continuous interleaved sampling~CIS! processors. For the full-spectrum processor, the speech
signals were divided into either 4 or 16 channels. For the noise-band processor, after band-pass
filtering into 4 or 16 channels, the envelope of each channel was extracted and used to modulate
noise of the same bandwidth as the analysis band, thus eliminating the fine spectral structure
available in the full-spectrum processor. For the 4-channel CIS processor, the amplitude envelopes
extracted from four bands were transformed to electric currents by a power function and the
resulting electric currents were used to modulate pulse trains delivered to four electrode pairs. For
all processors, the output of each channel was time-shifted relative to other channels, varying the
channel delay across channels from 0 to 240 ms~in 40-ms steps!. Within each delay condition, all
channels were desynchronized such that the cross-channel delays between adjacent channels were
maximized, thereby avoiding local pockets of channel synchrony. Results show no significant
difference between the 4- and 16-channel full-spectrum speech processor for normal-hearing
listeners. Recognition scores dropped significantly only when the maximum delay reached 200 ms
for the 4-channel processor and 240 ms for the 16-channel processor. When fine spectral structures
were removed in the noise-band processor, sentence recognition dropped significantly when the
maximum delay was 160 ms for the 16-channel noise-band processor and 40 ms for the 4-channel
noise-band processor. There was no significant difference between implant listeners using the
4-channel CIS processor and normal-hearing listeners using the 4-channel noise-band processor.
The results imply that when fine spectral structures are not available, as in the implant listener’s
case, increased spectral resolution is important for overcoming cross-channel asynchrony in speech
signals. © 2001 Acoustical Society of America.@DOI: 10.1121/1.1344158#

PACS numbers: 43.71.Es, 43.71.Ky, 43.66.Ts@CWT#

I. INTRODUCTION

It has been widely assumed that the spectro-temporal
details of the short-term acoustic spectrum are essential for
understanding spoken language. However, reduced auditory
~spectral and temporal! resolution, competing speech and
noise, cross-channel spectral desynchronization~due to re-
verberant listening environments! can all impact listeners’
ability to perform such detailed acoustic analyses. The highly
redundant information available in speech allows for various
forms and degrees of signal degradation before speech per-
ception is adversely affected. Indeed, results from several
perceptual experiments with normal-hearing adults indicate
that a detailed spectro-temporal analysis of speech may be
less important than traditionally thought.

An earlier study by Remezet al. ~1983! showed that
phonetic information could be conveyed by sine wave repre-
sentations of speech signals. In their study, the tonal patterns
were made from three sinusoids whose frequency and ampli-
tude were equal to the respective peaks of the first three

formants of natural-speech utterances. Unlike natural and
most synthetic speech, the spectrum of sinewave speech con-
tains neither harmonics nor broadband formants, and could
be described as sounding grossly unnatural in terms of vocal
timbre. Despite the marked alteration of the short-term
speech spectrum, listeners were able to perceive the phonetic
content. The investigators argued that phonetic perception
might then depend on properties of coherent spectrum varia-
tion ~a second-order property of the acoustic signal! rather
than any particular set of acoustic elements present in speech
signals.

Warrenet al. ~1995! measured the intelligibility of the
Central Institute of the Deaf~CID! sentences when heard
through narrow spectral slits. They found that very little
spectral information was required to identify the key words
in the ‘‘everyday speech’’ sentences. Near-perfect intelligi-
bility was obtained for single1

3-oct bands whose center fre-
quencies were in the vicinity of 1500 Hz. Greenberget al.
~1998! also measured sentence recognition by normal-
hearing subjects listening to narrow-band speech. In their
study, each sentence was spectrally partitioned into 141

3-oct-
wide channels and the stimulus for any single presentationa!Electronic mail: qfu@hei.org
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consisted of between 1 and 4 channels presented concur-
rently. They found that nearly 90% of sentences could be
accurately identified with only 4 of the 14 spectral channels
presented synchronously, despite the fact that more than 70%
of the spectrum was missing.

Shannonet al. ~1995! measured speech performance as
a function of spectral resolution. In their approach, speech
was divided into several frequency bands. The temporal en-
velope was extracted by half-wave rectification and low-pass
filtering and used to modulate noise that was spectrally
shaped by the same filters as those used in the analysis
bands. The spectral resolution was systematically changed
by manipulating the number of bands. Their results showed
near-perfect sentence recognition when only four frequency
bands were available, suggesting that the acoustic spectrum
of speech is redundant enough to overcome reduced spectral
resolution. Similar results have been reported by other stud-
ies ~Fu et al., 1998; Dormanet al., 1998!.

The necessity of detailed spectro-temporal information
of the short-term acoustic spectrum has also been challenged
by studies involving spectrally asynchronous speech. Spec-
trally asynchronous speech is somewhat analogous to the
delayed channel synchronization and resultant spectral
smearing found in reverberant listening environments. Arai
and Greenberg~1998! measured speech intelligibility in the
presence of cross-channel spectral desynchronization. In
their study, the spectrum of speech signals was partitioned
into 1

4-oct bands and the onset of each band was randomly
shifted in time relative to the others so as to desynchronize
spectral information across frequency. In this type of signal
processing, although a large amount of spectral resolution is
preserved, the significant alteration of cross-channel spectral
cues can disrupt the speech decoding process and thereby
degrade intelligibility. They found that normal-hearing lis-
teners were highly tolerant of cross-channel spectral desyn-
chronization. Speech intelligibility remained relatively unaf-
fected until the average asynchrony spanned three or more
phonetic segments. The investigators also found that such
perceptual robustness was significantly correlated with the
magnitude of the low-frequency~3–6 Hz! modulation spec-
trum, thus illustrating the importance of syllabic segmenta-
tion and analysis for speech perception.

These results indicate that the spectro-temporal details
of the short-term acoustic spectrum may not be required for
speech perception because of the spectral and temporal re-
dundancy contained in speech signals. Unfortunately, such
high degrees of the spectral and temporal redundancy may
not be available for some listeners, such as cochlear implant
users.

The cochlear implant is an electronic device that trans-
forms acoustic sounds into electrical signals that directly
stimulate remaining auditory nerve fibers, and can thereby
partially restore the hearing sensation to profoundly deaf lis-
teners. Modern multi-channel cochlear implant devices di-
vide speech sounds into several frequency bands, extract the
temporal envelope information from each band, convert the
acoustic amplitudes into electric currents, and deliver the
electric currents to electrodes located in the different places
within the cochlea. To recreate the tonotopic distribution of

activity within the normal cochlea, the envelope cues from
low-frequency bands are delivered to electrodes located near
the apex and the envelope cues from high-frequency bands
are delivered to basal electrodes. Although this approach can
preserve the temporal envelope within each frequency band
or the approximate spectral envelope across frequency bands,
the detailed fine structure inherent in each band is lost.

Many cochlear implant users are able to achieve high
levels of speech recognition in quiet despite the loss of fine
spectral information; similar results were reported in normal-
hearing subjects listening to spectrally degraded speech via
noise-band speech processors~Shannonet al., 1995; Fu
et al., 1998; Dormanet al., 1998!. However, speech perfor-
mance of cochlear implant users is highly susceptible to ad-
verse listening conditions such as noise or reverberant envi-
ronments. While there has been a fair amount of research
involving implant listeners’ performance in noise, little is
known about the effect of cross-channel spectral desynchro-
nization on speech intelligibility when the spectral resolution
of speech signals is severely limited and/or the fine spectral
structures are not available. The purpose of the present study
was to investigate the effect of fine spectral structure and
spectral resolution on recognition of spectrally asynchronous
speech by normal-hearing listeners and cochlear implant us-
ers. Several hypotheses concerning spectral resolution, fine
spectral structure, and spectrally asynchronous speech per-
ception were explored.

The first hypothesis was that a loss of fine spectral in-
formation would cause listeners to perform more poorly
when speech signals were spectrally desynchronized. A
noise-band channel vocoder~Shannonet al., 1995! was used
to eliminate the fine spectral structure available in the speech
signals. Sentence recognition was measured in normal-
hearing listeners using either full-spectrum processors~with
fine spectral information! or noise-band processors~without
fine spectral information! as a function of the amount of
cross-channel asynchrony. The contribution of fine spectral
information to the recognition of spectrally asynchronous
speech was assessed by comparing normal-hearing listeners’
performance between the full-spectrum processor and noise-
band processor.

The second hypothesis was that a reduction of spectral
resolution would reduce listeners’ ability to recognize spec-
trally asynchronous speech. Performance with a noise-band
channel vocoder was used to quantify the effect of reduced
spectral resolution on spectrally asynchronous speech recog-
nition. Sentence recognition was measured in normal-hearing
listeners using either 16-channel noise-band processors~fine
spectral resolution! or 4-channel noise-band processors
~coarse spectral resolution! as a function of the amount of
cross-channel asynchrony. The effect of spectral resolution
was determined by comparing normal-hearing listeners’ per-
formance between the 16- and 4-channel noise-band proces-
sors.

The third hypothesis was that cochlear implant listeners
could perform as well as normal-hearing listeners listening to
corresponding spectral conditions. The continuous inter-
leaved sampling~CIS! strategy is a multi-channel vocoder-
like speech processor that has been used successfully in sev-
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eral implant systems~Wilson et al., 1991!. Sentence
recognition was measured in cochlear implant listeners fitted
with experimental 4-channel CIS speech processors as a
function of the amount of cross-channel asynchrony. The
sentence recognition performance of cochlear implant listen-
ers was compared to that of normal-hearing subjects listen-
ing to the 4-channel noise-band processor.

II. METHODS

A. Subjects

Six normal-hearing~NH! listeners aged 25 to 35 and five
Nucleus-22 cochlear implant~CI! users aged 40 to 60 par-
ticipated in the present experiment. All NH subjects had
thresholds better than 15 dB HL at audiometric test frequen-
cies from 250 to 8000 Hz and all were native speakers of
American English. All implant subjects had at least five
years experience utilizing the SPEAK speech processing
strategy~Nucleus-22 device! and all were native speakers of
American English. The Nucleus-22 speech processor with
the SPEAK strategy divides the acoustic signal into 20 fre-
quency bands, extracts the amplitude envelope from each
band, and stimulates the electrodes that correspond to the six
to ten bands with the highest amplitudes~Seligman and Mc-
Dermott, 1995!. All implant subjects had 20 active elec-
trodes available for use. Table I contains relevant informa-
tion about the five CI subjects. All subjects were paid for
their efforts and gave informed consent before proceeding
with the experiment.

B. Stimuli

Speech materials consisted of words in sentences taken
from the Hearing in Noise Test~HINT! sentence set~Nilsson
et al., 1994!. This set consists of 260 phonetically balanced
high-context sentences. The sentences are organized into 26
lists with ten sentences per list. The intelligibility of HINT
sentence recognition was controlled by experimental speech
processors. Two kinds of speech processors~full-spectrum
and noise-band! were created for normal-hearing listeners in
this experiment. For the full-spectrum processor, the speech
signal was band-pass filtered into either 4 or 16 frequency
bands using eighth-order Butterworth filters. The corner fre-
quencies of the bands were 300, 713, 1509, 3043, and 6000
Hz for the 4-channel processor and 300, 379, 473, 583, 713,
866, 1046, 1259, 1509, 1804, 2152, 2561, 3043, 3612, 4281,
5070, and 6000 Hz for the 16-channel processor. The output

of each channel was then time-shifted, varying the maximum
channel delay from 0 to 240 ms~in 40-ms steps!. The delay
sequences used to desynchronize channels of spectral infor-
mation were generated as follows. For odd-numbered chan-
nels, the amount of delay for a particular channel can be
represented as

Di5
i 21

N21
3

Dmax

2
, i 51,3,5,...,N21, ~1!

whereDi is the amount of delay inith channel,Dmax is the
maximum channel delay, andN is the number of channels
~either 4 or 16!. Similarly, for even-numbered channels, the
amount of delay for a particular channel can be represented
as

Di5
N1 i 22

N21
3

Dmax

2
, i 52,4,6,...,N. ~2!

Based on this fixed delay sequence, the maximum chan-
nel delay (Dmax) will always occur between channel 1 and
channelN. For example, for a 4-channel processor with a
maximum delay of 240 ms, the channel delays were 0, 160,
80, 240 for channel 1, 2, 3, 4, respectively. In this way, a
minimum of 80-ms delay was placed between adjacent chan-
nels, with 160 ms between channels 1 and 2 and between
channels 3 and 4. Figure 1 shows the delay patterns across
channels in both the 4-channel~top! and 16-channel proces-
sors ~bottom!. Figure 2 shows the waveform and spec-
trograph representation of the 4-channel full-spectrum pro-
cessor and the 4-channel noise-band processor for the
240-ms maximum delay condition.

For the noise-band processor, after band-pass filtering
into 4 or 16 channels, the envelope of each channel was
extracted by half-wave rectification and low-pass filtering at
160 Hz using eighth-order Butterworth filters. The envelope
was then used to modulate noise of the same bandwidth as
the analysis band, thus eliminating the fine spectral structures
available in the full-spectrum processor. Channel delay se-
quences were generated using the same method as in the
full-spectrum processor. To examine frequency-specific ef-
fects of spectral asynchrony, one additional delay sequence

TABLE I. Subject information for the Nucleus-22 cochlear implant listeners
who participated in the present study.

Subject Age Gender
Cause of
deafness

Duration
of use
~years!

Insertion
depth

~no. of rings out!

N3 55 M Trauma 6 3
N4 39 M Trauma 4 4
N7 54 M Unknown 4 0
N9 55 F Hereditary 7 4
N19 68 M Noise-

induced
3 6

FIG. 1. Schematic diagram of the delay patterns across channels in both
4-channel processor~top! and 16-channel processor~bottom!.
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was created for the 4-channel noise-band processor. In this
condition, each of the four channels was delayed 120 ms in
separate trials.

For CI users, experimental speech processors were fitted
with the continuous interleaved sampling~CIS! speech pro-
cessing strategy~Wilson et al., 1991!. The experimental CIS
processors provided better comparison to the noise-band pro-
cessors used for NH listeners than would the clinical SPEAK
processors subjects used regularly. Due to the limitation of
overall pulse rate for the Nucleus-22 device, only 4-channel
experimental CIS speech processors were created for CI us-
ers. The 4-channel CIS processor was implemented through
a custom research interface~Shannonet al., 1990!, thereby
bypassing subjects’ Spectra-22 speech processors. The signal
was band-pass filtered into four broad frequency bands using
eighth-order Butterworth filters. The corner frequencies of
the bands were 300, 713, 1509, 3043, and 6000 Hz. The
envelope of the signal in each band was extracted by half-
wave rectification and low-pass filtering at 160 Hz. The
acoustic amplitude~40-dB range! was transformed into elec-
tric amplitude by a power-law function with an exponent of
0.2 (E5A0.2; Fu and Shannon, 1998! between each subject’s
threshold ~T-level! and upper level of loudness~C-level!.
This transformed amplitude was then used to modulate the
amplitude of a 500-Hz biphasic pulse train with a 100-ms/
phase pulse duration, and delivered to four electrode pairs
interleaved in time:~18,22!, ~13,17!, ~8,12!, and~3,7!. Note

that a relatively broad stimulation mode~BP13! was used in
the present study because several subjects were unable to
reach an upper level of loudness~C-level! on the apical elec-
trode pairs with BP11 stimulation mode. Channel delay se-
quences were generated using the same method as in the
full-spectrum and noise-band processors. The additional de-
lay sequence was also used to examine any frequency-
specific effects of spectral asynchrony.

C. Procedures

For HINT sentence recognition, a list was chosen ran-
domly from among 26 lists, and sentences were chosen ran-
domly, without replacement, from the ten sentences within
that list. The subjects gave their responses verbally and the
number of correct key words was scored online by the ex-
perimenter. For NH listeners, the speech materials were pre-
sented at 70 dBA in free field via a loudspeaker~Tannoy
Reveal! in a sound-treated booth~IAC double-walled!. Six
out of the 26 lists were presented twice because of the insuf-
ficient number of lists per condition~32 conditions versus 26
lists!. However, the conditions with repeated sentence lists
were conducted in different time periods~either several
hours or several days apart! and different lists were repeated
for each subject. The final score for each condition was the
average of one list~about 50 key words per list!. For CI
listeners, the sentences were presented at comfortably loud

FIG. 2. Waveform and spectrogram representations of
the 4-channel full-spectrum processor and 4-channel
noise-band processor at the 240-ms maximum delay
condition.~a! original speech;~b! the band-pass filtered
and delayed;~c! 4-channel full-spectrum speech with
the maximum delay at 240 ms; and~d! 4-channel noise-
band speech with the maximum delay at 240 ms.
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levels via a custom research interface~Shannonet al., 1990!.
Each of the 26 sentence lists was presented only once; no list
was repeated for any condition. The final score for each con-
dition was the average of two to four lists. The order of
conditions was randomized and counterbalanced across sub-
jects for both NH and CI users. Note that some NH listeners
had been previously exposed to the HINT sentences in other
experiments; all CI listeners had previously been tested with
the HINT materials in other experiments.

III. RESULTS

Figure 3 shows the percent of words in sentences cor-
rectly identified as a function of the maximum channel delay
by NH listeners. Panel~a! shows the recognition scores for
the full-spectrum processors. For the 16-channel full-
spectrum processor, there was no significant drop in perfor-
mance until the maximum channel delay was 240 ms; even
at this extreme delay, average performance only dropped
about 20 percentage points. For the 4-channel full-spectrum
processor, there was no significant drop in performance until
the maximum channel delay was 200 ms. Again, even at this
extreme delay, average performance remained high at around
80% correct.

Figure 3~b! shows the recognition scores for the noise-
band processors. For the 16-channel noise-band processor,
performance dropped significantly for a maximum channel
delay of 160 ms. Average performance continued to decline
to 24% correct at the 240-ms maximum channel delay. For
the 4-channel noise-band processor, there was a significant
drop in performance, even with a maximum channel delay of
only 40 ms. Average performance continued to drop as the
amount of asynchrony increased, nearing chance level at 160
ms.

Statistical analyses were performed to determine what, if
any, differential effects of spectral resolution on spectrally
asynchronous speech perception. A two-way ANOVA re-

vealed no significant interaction between the 4- and 16-
channel full-spectrum processors@F(6,70)51.35, p
50.247]; the high performance for both spectral conditions
was most likely due to the available spectro-temporal details.
However, recognition scores between the 16-channel full-
spectrum processor and 16-channel noise-band processor be-
gan to significantly differ when the maximum channel delay
was 120 ms. The difference is even more evident when com-
paring the 4-channel full-spectrum processor and 4-channel
noise-band processor. The best performance with the
4-channel noise-band processor was at 0-ms maximum chan-
nel delay where average performance was only seven per-
centage points lower than that obtained with the 4-channel
full-spectrum processor. While the 4-channel full-spectrum
processor performance remained high even at a maximum
channel delay of 240 ms, the 4-channel noise-band processor
performance was degraded at only 40 ms. A two-way
ANOVA revealed a significant interaction between the 16-
channel full-spectrum processor and 16-channel noise-band
processor@F(6,70)527.57, p,0.001] as well as between
the 4-channel full-spectrum and 4-channel noise-band pro-
cessors@F(6,70)537.01, p,0.001]; here the effects of
spectral asynchrony were more pronounced for spectrally
coarse speech. A significant interaction was also observed
between 4- and 16-channel noise-band processors@F(6,70)
517.28,p,0.001]; the absence of spectro-temporal details
was compensated by a greater number of channels.

Figure 4 shows the percent of words in sentences cor-
rectly identified by CI listeners using the experimental
4-channel CIS processors and NH listeners using the
4-channel noise-band processors, as a function of the maxi-
mum channel delay. The solid line represents the mean rec-
ognition score from five CI listeners and the dashed line
represents the mean recognition score from six NH listeners.
Implant and normal-hearing performance was very compa-

FIG. 3. Sentence recognition as a function of maximum channel delay.~a!
Full-spectrum processor and~b! noise-band processor. The filled circles
show the mean scores for 4-channel processor and the open circles show the
mean scores for 16-channel processor. The error bars represent one standard
deviation.

FIG. 4. Sentence recognition as a function of maximum channel delay for
both normal-hearing listeners using the 4-channel noise-band processor and
cochlear implant listeners using the 4-channel CIS processor. The filled
circles show the mean scores from five cochlear implant listeners and the
open circles show the mean scores from six normal-hearing listeners. The
error bars represent one standard deviation.
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rable for these delay conditions. A one-way ANOVA re-
vealed a significant effect of spectral asynchrony on sentence
recognition for CI listeners@F(3,16)529.82,p,0.001]. A
two-way ANOVA also revealed no significant interaction be-
tween CI users with the 4-channel CIS processor and NH
listeners with the 4-channel noise-band processor@F(3,16)
51.01,p50.402].

Figure 5 shows the results for the frequency-specific
asynchrony conditions conducted with NH listeners using the
4-channel noise-band processor and CI listeners using the
4-channel CIS processor. The pictures under the ordinate
show the delay sequence; the lowest bar represents the low-
est frequency band. On average, delaying the highest fre-
quency channel~3–6 kHz! had the least effect, although per-
formance did drop about 40 percentage points as compared
to the 4-channel noise-band processor with no delay. While
there is significant intersubject variability in this data set, the
overall pattern was consistent across subjects. A one-way
ANOVA showed no significant effect of delay sequence both
for CI listeners@F(3,20)52.66,p50.084# and NH listeners
@F(3,20)50.984,p50.42# as well as no significant interac-
tion between CI users and NH listeners@F(3,36)51.76, p
50.172]. However, a Studentt-test revealed a slightly sig-
nificant difference between NH listeners and CI users when
delaying the lowest frequency channel (p50.038).

IV. DISCUSSION

The present results clearly demonstrate that the intelligi-
bility of full-spectrum speech is highly tolerant of cross-
channel spectral asynchrony, indicating that a detailed
spectro-temporal analysis of the speech signal is not required
to understand spoken language. The present results are in
general agreement with the results of Arai and Greenberg
~1998!. There are, however, slight differences between the

present study’s results and those of the previous studies. In
the present study, average recognition scores were about
80% correct, even when the maximum channel delay reached
240 ms. However, in the previously cited study, recognition
scores were only about 75% correct for 140 ms of maximum
channel delay; intelligibility was further reduced to 50% cor-
rect when the cross-channel asynchrony exceeded 200 ms of
maximum channel delay. One explanation for this difference
may be the different speech materials used in the two studies.
In the present study, recognition of words in sentences was
measured using the Hearing in Noise Test~HINT! sentences
~Nilsson et al., 1994!; in the studies by Greenberg and his
colleagues~Greenberget al., 1998; Arai and Greenberg,
1998!, the DARPA TIMIT acoustic-phonetic continuous
speech corpus was used. The sentences are of easy-to-
moderate difficulty for HINT and of moderate-to-hard diffi-
culty for TIMIT. Besides a difference in sentence difficulty,
the mean sentence duration for these two speech corpuses
also differs significantly. The average duration per phoneme
is about 100 ms for the HINT sentences, while the mean
duration per phoneme for the TIMIT sentences is about 72
ms.

When the spectro-temporal details were available to lis-
teners~full-spectrum processors!, spectral desynchronization
only had a minor effect on speech intelligibility. However,
the loss of spectro-temporal details had a dramatic effect on
speech recognition in the presence of cross-channel spectral
asynchrony; when the cross-channel spectral cues were syn-
chronized~0 ms maximum channel delay!, the loss of these
spectro-temporal details~noise-band processors! had only a
minor effect. As shown in Fig. 3, speech performance be-
tween the 16-channel full-spectrum and noise-band proces-
sors began to significantly differ at 120 ms of maximum
channel delay, indicating that the spectro-temporal fine struc-
ture contributed greatly in overcoming spectral asynchrony
in speech. This contribution is even more evident when com-
paring the 4-channel full-spectrum and noise-band proces-
sors. While performance with the 4-channel full-spectrum
processor remained high even at 240 ms of maximum chan-
nel delay, performance with the 4-channel noise-band pro-
cessor was severely degraded at only 40 ms. The difference
in performance between the full-spectrum and noise-band
processors indicates that the fine spectral structures provide
the redundant spectro-temporal information necessary for
speech recognition under adverse listening environments,
such as noisy or reverberant rooms.

When the spectro-temporal details are not available, as
in implant users’ case, spectral resolution becomes very im-
portant for overcoming adverse listening situations. The con-
tribution of increased spectral resolution is most apparent
when comparing performance between the 4- and 16-channel
noise-band processors. Again, the 4-channel noise-band pro-
cessor showed a significant decline in performance at only
40 ms of maximum channel delay. However, performance
with the 16-channel noise-band processor began to drop sig-
nificantly at the much longer 160-ms condition; at the ex-
treme delay of 240 ms, average performance was about 30%
correct, well above the chance level performance exhibited
for this delay with the 4-channel noise-band processor. The

FIG. 5. Sentence recognition as a function of channel delay sequence for
both normal-hearing listeners using the 4-channel noise-band processor and
cochlear implant listeners using the 4-channel CIS processor. The filled bars
show the mean scores from five cochlear implant users and the open bars
show the mean scores from six normal-hearing listeners. The error bars
represent one standard deviation.
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importance of spectral resolution when fine spectral struc-
tures are not available has also been observed for other ad-
verse listening conditions, such as noisy backgrounds~Fu
et al., 1998; Dormanet al., 1998!.

There are significant similarities between CI and NH
listeners’ ability to perceive spectrally asynchronous speech.
When the same coarse spectral resolution was available~4-
channel processors!, CI users performed as well as NH lis-
teners in most conditions. This suggests a potential common-
ality between acoustic hearing and electric hearing for
speech perception in the presence of cross-channel asyn-
chrony. This result also indicates that the CI users are likely
to be highly susceptible to cross-channel asynchrony due to
the loss of fine spectral structures. These CI subjects’ perfor-
mance in the tests may have been much better had they been
listening via a processor with more spectral channels, e.g.,
the clinical SPEAK processor. Some interesting differences
were also observed between NH listeners and CI users. One
difference was observed at 120-ms maximal channel delay,
where average CI users’ performance was only 6% correct
while NH listeners scored about 22% correct. Another dif-
ference was observed for the frequency-specific delay condi-
tions. For NH listeners, a delay of 120 ms in any one fre-
quency band had an equally detrimental effect on speech
intelligibility. However, the delay of the lowest frequency
band showed a much more detrimental effect on speech in-
telligibility for CI listeners than any of the other frequency
channels. It remains unclear why the CI listeners were more
sensitive to the delay of the lowest frequency bands. One
possible explanation is that CI users rely on the spectral cues
from the low-frequency channel more than those from the
high-frequency channels.

V. SUMMARY AND CONCLUSION

A detailed auditory analysis of the short-term spectrum
is not required to understand spoken language. A spectral
representation that lacks fine spectro-temporal details may be
sufficient for high levels of sentence recognition, at least
under ideal listening conditions. However, the loss of fine
spectral information has a marked detrimental effect on
speech intelligibility in the presence of cross-channel spec-
tral asynchrony. The results indicate that the redundant in-
formation in speech signals may be contained in the fine
spectro-temporal cues and this redundancy within speech
signals is important in overcoming adverse listening environ-
ments. The recognition pattern is remarkably similar be-
tween normal-hearing listeners using the 4-channel noise-
band processor and cochlear implant listeners using the

4-channel CIS processor. The results imply that when fine
spectral structures are not available, as in the implant listen-
er’s case, increased spectral resolution is very important in
overcoming spectral distortions such as cross-channel asyn-
chrony in speech signals.
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Vowel perception by adults and children with normal language
and specific language impairment: Based on steady states
or transitions?
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The current investigation studied whether adults, children with normally developing language aged
4–5 years, and children with specific language impairment, aged 5–6 years identified vowels on the
basis of steady-state or transitional formant frequencies. Four types of synthetic tokens, created with
a female voice, served as stimuli:~1! steady-state centers for the vowels@i# and @æ#; ~2! voweless
tokens with transitions appropriate for@bib# and@b,b#; ~3! ‘‘congruent’’ tokens that combined the
first two types of stimuli into@bib# and @b,b#; and ~4! ‘‘conflicting’’ tokens that combined the
transitions from@bib# with the vowel from@b,b# and vice versa. Results showed that children with
language impairment identified the@i# vowel more poorly than other subjects for both the voweless
and congruent tokens. Overall, children identified vowels most accurately in steady-state centers and
congruent stimuli~ranging between 94%–96%!. They identified the vowels on the basis of
transitions only from ‘‘voweless’’ tokens with 89% and 83.5% accuracy for the normally
developing and language impaired groups, respectively. Children with normally developing
language used steady-state cues to identify vowels in 87% of the conflicting stimuli, whereas
children with language impairment did so for 79% of the stimuli. Adults were equally accurate for
voweless, steady-state, and congruent tokens~ranging between 99% to 100% accuracy! and used
both steady-state and transition cues for vowel identification. Results suggest that most listeners
prefer the steady state for vowel identification but are capable of using the onglide/offglide
transitions for vowel identification. Results were discussed with regard to Nittrouer’s developmental
weighting shift hypothesis and Strange and Jenkin’s dynamic specification theory. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1349428#

PACS numbers: 43.71.Es, 43.71.Ft@CWT#

I. INTRODUCTION

There is general agreement that speech perception abili-
ties in children are not completely adult-like even by 11
years of age~e.g., Parnell and Amerman, 1978; Elliottet al.,
1981; Ohde and Haley, 1997; Sussman and Carney, 1989!.
However, there is no agreement regarding why children’s
perception is not adult-like. According to one set of data,
sensory differences are responsible for auditory and speech
perception differences of children and adults. This sensory
hypothesis has attempted to locate the site of maturation in
the auditory system. The cochlea is developed at birth
~Schneider and Trehub, 1992!, which suggests that the pe-
ripheral auditory system should not be responsible for speech
perception differences between children and adults.

In line with the sensory explanation, the speech percep-
tion differences of children have been related to why chil-
dren also demonstrate poorer detection of pure tones in quiet
and in noise~e.g., Elliott and Katz, 1980; Trehubet al.,
1988!. Elliott and Katz~1980! reported that normally devel-
oping 6-year-olds had significantly poorer thresholds in quiet
for 500-Hz tones compared with 10-year-olds and adults.
Children with ‘‘learning problems’’ performed even more
poorly than age-matched peers. Trehubet al. ~1988! simi-
larly found that for stimuli with center frequencies of 400

and 1000 Hz, maximal sensitivity was not found until 10
years of age. They noted that children’s sensitivity, particu-
larly for lower frequencies, continued to develop into late
childhood and that 5-year-olds in a prior study~Schneider
et al., 1986! had poorer sensitivity to most frequencies than
adults. Schneider and Trehub~1992! further stated that for
children over 3 years of age, differences in their sensitivity
were believed to be linked to ‘‘changes in the signal-to-noise
ratio required for their detection’’~p. 43!. More recently,
Berg and Boswell~2000! showed that very young children
did not demonstrate adult-like discrimination of intensity in-
crements at low intensities until sometime after 3 years of
age. They believed that immaturities in sensory mechanisms
were responsible for the differences. Continued development
of the neural pathways in the ‘‘central auditory system’’ by
young children has been another explanation offered by
Schneider and Trehub~1992! based on work of Eggermont
~1985!. Eisenberget al. ~2000! cite the work of Mooreet al.
~1997! showing continued maturation of the auditory cortex.
Thus, regardless of the exact anatomical location for the dif-
ferences, some researchers have linked younger children’s
auditory and speech perception differences to their need for
greater amounts of the acoustic cue of interest such that they
require either louder or longer duration speech cues~e.g.,
Elliott et al., 1981; Ohde and Haley, 1997! or greater
amounts of spectral information~Dormanet al., 1998; Eisen-
berg et al., 2000!. Eisenberget al. suggested that, becausea!Electronic mail: jsussman@acsu.buffalo.edu
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children’s auditory perceptual abilities are still developing
during the first 10–12 years, degraded or limited sensory
information cannot be used as efficiently by young children.

In contrast, a different group of researchers has sug-
gested that children’s sensitivity to the acoustic cues is not
important for their speech perception differences so that nei-
ther duration nor the amount of spectral information is criti-
cal. Rather, young children use the acoustic cues of speech
differently than adults, a perceptual strategy difference. Mor-
rongiello et al. ~1984! and Nittrouer and colleagues~Nit-
trouer and Studdert-Kenney, 1987; Nittrouer and Miller,
1997! suggest that children use the dynamic frequency cues
of speech such as formant frequency transitions more than
adults do in identification tasks. Nittrouer and colleagues, in
several studies, have found a preference only by younger
children for formant transitions rather than steady-state noise
cues for identification of fricatives@s# and@b#. As children get
older, it has been suggested that children learn to use the
steady-state cues also for speech perception. Nittrouer has
termed this pattern of learning the developmental weighting
shift hypothesis.

Evidence for the sensory explanation of children’s
speech perception differences comes from studies by Ohde
and colleagues. In contrast to findings by Morrongielloet al.
~1984! and Nittrouer and colleagues~1987, 1997!, Ohde
et al. ~1995! found that children 5–11 years of age did not
rely more heavily on the formant transitions than did adults
for identification of stop consonants. Younger children~3–
4-year-olds! did so only for the velar place of articulation
~Ohde and Haley, 1997!. For short vowels with bursts and
transitions, Ohde, Haley, and McMahon~1996! found for
children aged 5–11 years that movement of formant transi-
tions did not significantly improve their perception of the
brief vowels. In addition, longer-duration vowel portions sig-
nificantly improved the identification of the vowels by chil-
dren but not by adults. In their follow-up study, Ohde and
Haley ~1997! used synthetic stimuli composed of either one
or five glottal pulses from the initial portion of consonant–
vowel syllables to investigate both vowel and consonant
identification. They found that children aged 3–11 showed
improved identification of the vowels@i#, @u#, and @Ä# with
either straight or moving formant transitions as the duration
of the vowel component increased. They also showed that
for 3–4-year-olds that the most important cues for vowel
perception were the steady-state formants or their target fre-
quencies. Ohde and Haley~1997! concluded that develop-
mental differences in auditory sensitivity and discrimination
of temporal and frequency differences appeared linked to the
differences noted in children’s speech perception, particu-
larly for vowel perception. Although the length of the vowel
steady-state frequencies influenced children’s accuracy of
vowel identification, suggesting that vowel target frequencies
were most important in perception, the Ohde and Haley
~1997! study did not directly compare children’s identifica-
tion of vowels that contained only transitions~and no vowel!
or only steady-state portions. Thus, Ohde and Haley~1997!
could not definitively determine which type of cue is most
important, as might a study that looked at the perception of
each separately and when transitions and steady states did

not identify the same vowel. From a theoretical standpoint it
would be of interest to learn whether children prefer to use
transitional elements in perception of vowels rather than the
longer, more powerful steady-state formant frequencies as
work of Elliott and Katz~1980! and Ohde and Haley~1997!
might suggest.

A study by Murphy, Shea, and Aslin~1989! began look-
ing at vowel perception in 3-year-olds using transitional and
full vowel stimuli. They showed that 3-year-olds identified
good exemplars of three-formant synthetic stimuli@,# and
@## at above-chance levels in a b–d context even when up to
90% of the vowel was removed. However, performance was
significantly poorer than that of adults. Adults identified the
full vowels with 100% in all conditions, whereas the 3-year-
olds identified the full vowels with approximately 88% ac-
curacy. For the 90% voweless condition, the 3-year-olds
identified the missing vowels with approximately 66% accu-
racy. Thus, results confirm Eisenberget al.’s ~2000! sugges-
tion that young children require more complete stimuli for
most adult-like perception. Further study regarding the rela-
tive importance of transitions compared with that for steady-
state formants in children older than 3 years would thus be of
interest.

Finally, children with language impairment have been
found by some investigators~e.g., Sussman, 1993; Tallal and
Piercy, 1974, 1975; Tallalet al., 1996! to have poorer speech
perception performance for tokens differing by their formant
transition cues in stop consonants. The reasons for percep-
tion difficulties with short-transition speech tokens are again
unknown. Leonard~1998! has suggested that children with
specific language impairment may misidentify certain speech
elements because of their inherent ‘‘low phonetic sub-
stance;’’ that is, short-duration, low-intensity acoustics. Fur-
thermore, Wrightet al. ~1997! have suggested that backward
masking by longer, more powerful vowels may contribute to
the poorer perception of preceding stops in consonant–vowel
utterances. Thus, longer and stronger acoustic cues as present
in vowel formant frequencies, rather than in formant transi-
tions, might be predicted to be preferred for children with
language impairment who appear at risk for identification of
the short-duration elements in speech. Apparently, having a
long-enough signal may enable listeners to process the sig-
nals best, perhaps through temporal summation, the addition
of energy that can last up to a 200-ms window of time. Or,
perhaps the longer, stronger signal may enable listeners to
sample the signal more efficiently~Schneider and Trehub,
1992!. Thus, the current study also investigated the vowel
identification abilities of children with language impairment
to learn whether they more accurately used the steady-state
formants containing longer duration and louder frequencies
or whether they preferred the formant transitions that are of
shorter duration and contain less overall energy.

Although research has shown that formant transitions
may be important cues for vowel perception in adults~e.g.,
Strange, Jenkins, and Johnson, 1983!, and that young chil-
dren are able to use these same cues to identify vowels in
syllables with reduced duration vowel steady states~e.g.,
Murphy et al., 1989!, it is not yet known definitively whether
the steady-state formant frequencies or the formant fre-
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quency transitions when 100% of the vowel steady states are
absent are most important for vowel perception. Thus, in the
current study children and adults identified full syllables,
steady-state formant frequencies, and ‘‘voweless’’ syllables.
In addition, the current investigation used methods similar to
those of Walley and Carrell~1983! by including a ‘‘conflict-
ing’’ condition in which transitions and steady states speci-
fied different vowels. Furthermore, other studies to date have
used synthetic male voices in their stimuli, whereas the cur-
rent investigation used a synthetic female voice, one thought
to be more like that heard most frequently by young children
since the primary caregivers of young children continue to be
adult females. The purpose of the study was to learn whether
adults and young children, both with normal and impaired
language, identified vowels primarily on the basis of the for-
mant transitions leading into and out of the vowel or because
of the steady-state formant frequencies. The study set about
to ask three main questions.

~1! What is the primary acoustic cue~transitions or steady
states! used by listeners to identify vowels in nonsense
syllables composed of consonant–vowel–consonant
sounds?

~2! Do children prefer to use the transitions for vowel iden-
tification as might be predicted by the developmental
weighting shift hypothesis or by the dynamic specifica-
tion theory~e.g., Strange, 1989!?

~3! Do children with language impairment prefer to use the
longer-duration vowel steady-state cues because of a dif-
ficulty with formant transitions?

Results from these three questions may help to deter-
mine whether children’s speech perception differences are
related to perceptual strategy differences or to the need for a
longer duration and complete acoustic signal due to sensory
immaturities as suggested by Eisenberget al. ~2000!.

II. METHOD

A. Participants

Fifteen adults~mean age: 21 years, 6 months!, 11 chil-
dren with normally developing language~mean age: 4 years,
11 months!, and 11 children with specific language impair-
ment ~mean age: 6 years, 2 months! participated in the cur-
rent project. All adults had normal speech, language, and
hearing abilities. They were college students who passed a
hearing screening, administered bilaterally for the octave fre-
quencies 250–8000 Hz at 20-dB HL~ANSI, 1989!. In addi-
tion to the hearing screening, all children were given stan-
dardized tests~The Token Test for Children, DiSimoni,
1978; screening portion of the CELF-P, Wiiget al., 1992;
Goldman–Fristoe test of articulation, Goldman and Fristoe,
1986! for estimation of speech and language abilities. The
children with normal language were required to pass all tests
within their age/grade limits. The children with specific lan-
guage impairment were required to be in the second standard
deviation range below the mean for their age on at least one
of the standardized language tests. The average performance
of the group with language impairments was in the negative
second standard deviation range for the Token Test and the

linguistics concepts subtest of the CELF-P. Articulation per-
formance was noted in each group and was fairly similar
across group. All testing results are listed in Table I. As
noted in the table, the children with normal language abilities
were approximately 1 year younger than the children with
language impairments. However, the language abilities of the
children with normal language~as approximated from per-
formance on the Token Test for Children! were approxi-
mately 1 year above the abilities of the children with lan-
guage impairment. Thus, it was possible to observe whether
chronological age vs language age might be a more impor-
tant component related to speech perception abilities, as was
done in Sussman~1993!. In addition, the method of subject
selection used reduces the disparity in language age that
might otherwise exist if the children were the same chrono-
logical ages. The speech and language testing was completed
in a separate, initial session for all child participants. The
speech perception sessions were completed within 1 week of
the initial speech–language evaluation. Children were free
from colds and infections during testing days.

B. Stimuli and apparatus

All stimuli were synthetic, created with theSENSIMET-

RICS ~1992! software package that used the Klatt and Klatt
~1990! parameters on a 386 computer. An adult female voice
was created with theSENSIMETRICSprogram to produce:~1!
@bib# and@b,b# ‘‘congruent’’ tokens, the complete syllables;
~2! 220-ms steady-state@i# and@,# centers taken from the #1
tokens;~3! voweless tokens that used the transitions into and
out of the@bib# and@b,b# syllables but contained no periods
of the vowel; and~4! ‘‘conflicting’’ syllables that were com-
posed of the transitions from one nonsense token~e.g.,@bib#!
with the steady-state formant frequencies from the other
~e.g.,@b,b#!. To create the voweless, steady-state, and con-
flicting tokens, the steady-state centers and transitions were
excised from the complete synthetic tokens at zero-crossing
points using a waveform editing program~WAVEDIT, Miller,
1989! and procedures identical to those used by Murphy
et al. ~1989!. Then, for the conflicting stimuli, the separate
parts were recombined at zero points so that no transients
were present in the stimuli. Spectrograms of the stimuli are
shown in Figs. 1 and 2.

The formant frequency onsets and steady states of the
synthetic stimuli are listed in Table II. The syllables were all
created with a 10-kHz sampling rate. TheF1 began at 10 ms
and reached steady state by 40 ms, creating a 30-msF1
transition. TheF2 andF3 transitions were both 40 ms.F4
and F5 did not have transitions but were steady state from
onset. The steady-state target frequencies were maintained
through 320 ms, then a linear decline to the offset frequen-
cies occurred. The fundamental frequency of the stimuli
started at 220 Hz and declined linearly throughout the tokens
to 180 Hz by the end of the full stimuli. The amplitude of
voicing began at 20 dB at 0 ms, reached 60 dB by 20 ms,
maintained that value until 340 ms, and declined to 50 dB by
the stimulus end. The somewhat-elevated ending amplitude
was maintained so that listeners could perceive the final@b#
since there were no bursts in the stimuli. The spectral tilt of
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FIG. 1. Waveform and three-
dimensional ~3D! spectrograms of
‘‘congruent’’ @b,b# and @bib# and
‘‘conflicting’’ @bib# and @b,b#.

TABLE I. Speech and language test results for the children with normal language~C! and those with language impairments~LIC!.

GFTAb CELF-Pc TOKENd

Subject C.A.a Tot # % Std score s.d. Std score s.d. Age

C1 3;8 0 99 14;11 12,11 503 11 4.0
C2 4;8 3 79 16;12 12,11 509 12 6;6
C3 4;4 13 31 16;14 12,12 506 12 6.0
C4 5;9 0 99 12;11 11,11 503 11 7.0
C5 4;4 0 99 17;17 13,13 504 11 5.0
C6 5;3 3 65 15;10 12,0 505 11 8;6
C7 4;6 6 55 11;7 11,21 499 21 4;6
C8 4;10 4 64 10;10 0,0 502 11 4;9
C9 5;6 15 19 14;9 12,21 501 11 6.0
C10 5;10 0 99 11;13 11,11 503 11 7.0
C11 5;5 0 99 15;15 12,12 500 0 5.0

Mean 4.92 4.0 73.5 13.7;11.7 1.6,0.27 503 0.91 5.84
s.d. 8.25 5.4 29.3 2.4;2.9 0.81,2.6 2.8 0.83 1.34

LIC1 5;8 3 68 9;6 21,22 488 23 3;11
LIC2 6;5 0 99 9;6 21,22 489 23 4.0
LIC3 6;9 1 84 3;3 23,23 491 22 5.0
LIC4 5;6 10 32 6;4 23,23 494 22 4.11
LIC5 5;7 9 25 4;7 22,21 490 22 4.0
LIC6 6;11 0 99 6;8 22;21 495 21 5.6
LIC7 6;7 1 84 6;13 22,11 490 22 5.0
LIC8 6;3 1 84 7;9 21,21 492 22 4;8
LIC9 5;9 6 47 3;8 23,21 493 22 4.11
LIC10 6;5 22 7 5;6 22,22 487 23 4.0
LIC11 6;6 0 99 5;6 22,22 483 23 4.0

Mean 6.21 4.8 66.2 5.7;6.9 22,21.5 490 22.3 4.54
s.d. 6.00 6.8 33.0 2.1;2.7 0.77,1.1 3.4 0.65 0.57

aC.A.—chronological age in years;months.
bGFTA5Goldman–Fristoe test of articulation~sounds in word subtest!—total number of sounds in error with percentile~%! score.
cCELF-P5Clinical Evaluation of Language Fundamentals—Preschool—standard score and number of standard deviations above/below the mean for the
Linguistic Concepts and Recalling Sentences subtests.

dTOKEN5Token Test for Children—standard score and number of standard deviations above/below mean, age equivalency in years;months.
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the syllables was set to 16 and no flutter was used.
The gender and phonetic identity of the complete syl-

lables were verified by having a separate group of 12 adults
who were graduate students in communicative disorders and
sciences listen to the stimuli as well as to other variations of
the stimuli that differed slightly by formant frequencies or
fundamental frequency. The listeners’ task was to identify
whether the tokens could have been produced by adult fe-
male, male, or adolescent speakers and also rate the stimuli
according to ‘‘best’’ to ‘‘poorest’’ ‘‘beeb’’ and ‘‘b,b’’ to-
kens on a 4-point scale. All listeners heard the stimuli as
produced by an adult female and each believed that the syl-
lables used in the current experiment were the best ‘‘beeb’’
and ‘‘baeb’’ tokens.

Natural tokens were used in training. These were digi-
tized productions~at a sampling rate of 10 kHz! of an adult
female talker’s voice for the same@i,,,bub,baeb# stimuli
used in the experimental trials. TheWAVEDIT program
~Miller, 1989! was used to capture and digitize the produc-
tions. The synthetic syllables had also been based on the
same talker’s productions; thus, the natural stimuli had dura-
tions, formant, and fundamental frequencies similar to the
synthetic experimental stimuli.

C. Procedures

Each listener participated in one~adults! to two ~chil-
dren! test sessions during which the four stimulus sets, pre-
ceded by training, were administered. The tokens were out-
putted through a Data Translations~model 2821! digital-to-
analog converter at a sampling rate of 10 kHz and low-pass
filtered at 4200 Hz. Four of the children with language im-
pairment heard the stimuli from a high-quality tape recorder
~Sony, WMDC6! that used type IV metal tape and type C
Dolby noise reduction, using the same headphones~Sony,
MDR-CD6! used by the other listeners. Subjects heard the
stimuli in the right ear at a comfortable listening level~77 dB
SPL, A weighting! confirmed with a B&K sound-level meter
~model 2215!. All subjects except the four using the tape
recorder heard the tokens in a sound-treated, double-walled
booth. The other four children heard the stimuli in a small,
very quiet room located in their school.

1. Training

In the first part of training, children were presented with
a fictional story read by the investigator or a trained assistant
about a sister and brother who had contrasting shapes and
colors for bodies named ‘‘Beeb’’ and ‘‘Baeb,’’ respectively.
The children were trained to point to the appropriate fictional
character that matched@bib# or @b,b# or to their ‘‘nick-
names’’ @i# or @,#. During training and throughout the ex-
perimental trials the children, particularly the ones with lan-
guage impairment, were encouraged to say out loud each
single stimulus token heard after each stimulus was pre-
sented as either ‘‘beeb’’ or ‘‘b,b’’ or ‘‘ee’’ or ‘‘æ.’’ Before
the experimental trials were presented, ten items were ad-
ministered in a ‘‘natural token’’ practice. Another ten natural
token practice trials were available if children did not reach
criterion in the first ten trials. No child required the extra

FIG. 2. Waveform and 3D spectro-
grams of ‘‘voweless’’@b,b# and@bib#
and ‘‘steady-state’’@,# and @i#.

TABLE II. Onset, offset, and target frequencies of the five formants~in Hz!
of @bib# and @b,b#.

Onset frequency Target frequency Offset frequency
for both @bib# and @b,b# @i# @æ# for both

F1 275 311 1000 275
F2 1800 3100 1950 1800
F3 2800 3500 3000 2800
F4 4352 4352 4352 4352
F5 4600 4600 4600 4600
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practice. Initial training concluded with children required to
point to/label the pictures for 9/10 naturally produced tokens
of @bib# and @b,b#. Following the natural token practice,
there were 16 practice trials with the synthetic tokens for
familiarization.

2. Experimental trials

Forty experimental trials from one of the four sets of
synthetic stimuli followed the synthetic token practice.
Thirty of the experimental trials were the actual synthetic
stimuli of interest, with 15 being@i# vowels, and 15 tokens
being@,# vowels. Ten of the experimental trials were natural
tokens used for validity checks on performance. Five of
those were natural@i# vowels; five were natural@,# vowels.
The same number of trials, with the same order of natural,
followed by synthetic trials was followed for all four sets of
stimuli: congruent, steady-state, voweless, conflicting, each
with @i# and@,# responses. For the child subjects, the inves-
tigator or a trained assistant pushed the buttons attached to
the computer that also administered the stimuli. Feedback
regarding ‘‘correctness’’ was only provided for the naturally
produced tokens. The children’s responses would not have
been used if responses to natural tokens presented during the
course of testing with synthetic tokens was not maintained at
80% or higher in all test conditions. However, all children
met the 80% criterion and there was no difference in the
results of the four children who heard the stimuli via tape
recording compared to the other child listeners. The experi-
mental trials were administered in one of two orders:~1!
steady state;~2! voweless;~3! conflicting; ~4! congruent, or
~1! voweless;~2! steady state;~3! congruent;~4! conflicting.

III. RESULTS

Figures 3–6 show the results from each stimulus set.
TheY axis of each figure shows the percent labeling for each
vowel target shown along theX axis. In Fig. 6 with the
conflicting tokens, the ordinate indicates percent labeled by
the steady-state target. Adults labeled the vowels correctly
with the highest percentages in all cases of the voweless,
steady-state, and congruent tokens. With two exceptions, the
children with normally developing language had higher cor-
rect labeling percentages than the children with language im-
pairment. The two stimulus sets that had slightly higher
percent-correct labeling for the children with language im-
pairment were: congruent–, ~95% vs 93%! and steady-
state–, ~98% vs 97%!. However, children’s labeling of the
voweless tokens, although at a generally high level, was not
as good as adults’. Moreover, for the ‘‘conflicting’’ tokens,
children with normally developing language primarily la-
beled the tokens by the steady states~on average in 87% of
all cases!, whereas children with language impairments did
so at a lower level~on average in 79% of all cases!. Adults
used steady states to label the conflicting tokens in 84% of
all cases but more unevenly than for the child groups~see
Fig. 6!. When the steady states were@,#, the adults used
them to determine the conflicting tokens in 94% of all cases.
But, when the steady states were@i#, adults used the steady
states in only 74% of all cases.

A two-way multivariate analysis of variance
~MANOVA ! ~subject group: adults, children, and children
with language impairment by vowel stimulus: voweless@i#,

FIG. 3. Percent labeled@bib# or @b,b# ~with standard deviations! of ‘‘con-
gruent’’ @bib# and@b,b# tokens by adults and children with normally devel-
oping language and children with language impairment.

FIG. 4. Percent labeled@i# or @,# ~with standard deviations! of ‘‘steady-
state’’ centers from@bib# and @b,b# by adults and children with normally
developing language and children with language impairment.

FIG. 5. Percent labeled@i# or @,# ~with standard deviations! of voweless
tokens of@bib# and@b,b# by adults and children with normally developing
language and children with language impairment.

FIG. 6. Percent labeled by steady-state@i# or @,# ~with standard deviations!
of ‘‘conflicting tokens by adults, children with normally developing lan-
guage, and children with language impairment. The phonetic symbols on the
X axis denote the identity of the initial transitions, followed by the steady-
state center, followed by the final transitions.

1178 1178J. Acoust. Soc. Am., Vol. 109, No. 3, March 2001 J. E. Sussman: Vowel perception by adults and children



voweless@,#, steady state@i#, steady state@,#, congruent@i#,
congruent@,#, conflicting @bi–,–ib#, conflicting @b,–i–
,b#! was used to analyze the data to avoid potential prob-
lems due to sphericity~Max and Onghena, 1999!. The
MANOVA showed significant effects due to vowel stimulus
~Wilk’s lambda F53.590, p,0.007! and a vowel stimulus
3 subject group interaction~Wilk’s lambda F52.337,
p,0.013!. Post hocktests done with Tukey HSD compari-
sons showed that children with language impairment identi-
fied the voweless@bib# stimuli with significantly lower accu-
racy levels than adults~p,0.016!. In addition, children with
language impairment identified the congruent@i# tokens with
significantly lower accuracy levels than the children with
normally developing language~p,0.02! and adults ~p
,0.003!. Thus, children with language impairment in the
current study did not perform as well as other listeners when
the stimuli contained either the transitions or the steady
states of the@i# vowel.

IV. DISCUSSION

Children and adults are able to identify vowels by tran-
sitions with generally over 80% accuracy, as shown in Fig. 5,
supporting the dynamic specification theory of vowel percep-
tion ~e.g., Strangeet al., 1983!. However, young children
were not quite as good as adults in correctly identifying the
vowel when no glottal pulses from the original vowel were
present in the signal. Thus, current results are similar to re-
sults by Murphyet al. ~1989! for 3-year-olds when 90% of
the vowel was removed. Children with language impairment
performed the poorest of all groups for the voweless stimuli,
particularly for the voweless@bib# tokens. Thus, younger
children appear to benefit from longer, more complete tokens
for vowel identification but significantly so only for the chil-
dren with language impairment for the@i# vowel. The advan-
tage in processing for the longer duration cue was clear from
the results with conflicting tokens that combined transitions
and steady states from differing vowels. That is, all groups
primarily used the longer, more powerful steady-state for-
mants to identify vowels in 80 percent or more cases. Chil-
dren with normally developing language skills more consis-
tently used this strategy of preference for the steady-state
formants than the adults, as shown in Fig. 4. Thus, the cur-
rent results suggest that children rely more on the longer,
louder, or more acoustically salient cue, the formant steady
states, than on the dynamic formant transitions, for vowel
identification in difficult listening conditions. Adults were
better able to use the dynamic, but shorter transitions for
vowel identification. Therefore, the current results do not
support predictions of the developmental weighting shift hy-
pothesis~e.g., Nittrouer and Miller, 1997!, which theorized
that children rely more heavily on the transitional elements
of speech for perception than adults. That theory was based
primarily on data from perception of fricatives from either
the transition or the steady-state noise elements and had not
been tested for perception of vowels. It is conceivable that
children may use different strategies for perception of con-
sonants than vowels, although results from Ohde and Haley
~1997! would suggest otherwise.

Interestingly, the children with language impairment
used the transitions for vowel identification more often in the
conflicting stimuli than did the children with normally devel-
oping language. This strategy or choice appeared unwise
given that the children with language impairment were the
poorest at identifying vowels from just the transition ele-
ments, as can be observed in Fig. 5. Thus, the children with
language impairment had lower accuracy levels for the vow-
eless tokens than other groups, but used those transitions for
vowel identification in the conflicting syllables to a higher
degree than did children with normally developing language.
Such a strategy may explain in part why children with lan-
guage impairment are less successful in some speech percep-
tion tasks. Training on use of the longer-duration elements of
the speech token may result in improved performance. How-
ever, the children with language impairment may be at a
disadvantage for identification tasks because of a weaker,
more poorly defined underlying phonetic category structure
~e.g., Sussman, 1993; Leonard, 1998!.

Finally, it was observed that children with language im-
pairment performed more poorly on the tokens containing
either the transitions or steady states of the@bib# token. Their
poorer perception of the@i# vowel was interesting in light of
prior findings by Ohdeet al. ~1996! showing that@i# was
identified best by their children aged 5–11 years. In the cur-
rent study, there did not appear to be any explanation based
on the particular acoustic characteristics of the stimulus or its
parts. Adults identified the congruent@i# and@,# tokens with
identical 100% accuracy and labeled the vowelless@bib# to-
kens with 100% accuracy and the vowelless@,# tokens with
98% accuracy. They labeled the@i# steady state with 98%
accuracy and the steady-state@,# token with 99% accuracy.
Even the children with normally developing language per-
formed as well or better with the@i# tokens than with the@,#
tokens. Thus, the ‘‘control’’ listeners behaved superiorly
with all tokens, particularly@i# stimuli, suggesting that none
of the physical attributes of the stimuli could explain the
poorer performance by the children with language impair-
ment for @i# tokens. As Ohdeet al. ~1996! and Ohde and
Haley~1997! suggest, perception of vowel stimuli in particu-
lar may depend more on the listeners’ auditory sensitivity as
listeners are better able to take advantage of short-term au-
ditory store and compare the acoustic attributes of the tokens
~Pisoni, 1973!. The low first formant (F1) of @i# compared
with the highF1 of @,# may have contributed to difficulty
with perception of@i#, possibly related to poorer perception
of low frequencies~e.g., Elliott and Katz, 1980; Schneider
et al., 1986! or patterns of the low-frequency components
~e.g., Syrdal and Gopal, 1986!. The relative importance of
the low F1 cue versus the higher frequency components for
children’s perception is not known, however. Further study
with stimuli that could directly compare the contribution of
particular frequency components might better address this
question.
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The effect of talker and token variability on speech perception has engendered a great deal of
research. However, most of this research has compared listener performance in multiple-talker~or
variable! situations to performance in single-talker conditions. It remains unclear to what extent
listeners are affected by thedegreeof variability within a talker, rather than simply the existence of
variability ~being in a multitalker environment!. The present study has two goals: First, the degree
of variability among speakers in their /s/ and /b/ productions was measured. Even among a relatively
small pool of talkers, there was a range of speech variability: some talkers had /s/ and /b/ categories
that were quite distinct from one another in terms of frication centroid and skewness, while other
speakers had categories that actually overlapped one another. The second goal was to examine
whether this degree of variability within a talker influenced perception. Listeners were presented
with natural /s/ and /b/ tokens for identification, under ideal listening conditions, and slower response
times were found for speakers whose productions were more variable than for speakers with more
internal consistency in their speech. This suggests that the degree of variability, not just the
existence of it, may be the more critical factor in perception. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1348009#

PACS numbers: 43.71.Es, 43.71.Gv, 43.71.Bp@CWT#

I. INTRODUCTION

One of the primary issues in the field of speech percep-
tion has been the apparent ‘‘lack of invariance’’ between the
acoustic information in a signal and the listener’s phonemic
perception. This variability can be caused by a variety of
factors, including dialect ~Byrd, 1992!, social group
~Johnson and Beckman, 1996!, speaking rate~Miller and
Liberman, 1979!, emotional state~Shankweiler, Strange, and
Verbrugge, 1977!, gender~Byrd, 1992!, vocal tract length
~Fant, 1973; Peterson and Barney, 1952!, articulatory habits
~Johnson and Beckman, 1996; Klatt, 1986!, and phonetic
context~Libermanet al., 1967!. Regardless of the cause, the
effect is that the same intended phoneme can be produced
with a wide range of acoustic values, and that two different
intended phonemes can occasionally have similar or identical
acoustic values. Although the existence of this variability in
production is not in question, the degree to which listeners
have to account for it in everyday listening situations is un-
clear. There have been few studies that have examined the
extentof this variability, even for individual phonemes in a
laboratory setting. While different phonemes may occasion-
ally overlap on some acoustic values, it is not at all clear how
common an event this is. Without this information, it is dif-
ficult to determine the degree to which individuals need to
adjust perception for the individual talker or utterance.

Furthermore, few studies have examined closely the
ways in which production variability can influence speech
perception. Recent research has demonstrated that perception
of and memory for speech is more accurate in single-talker
situations than in multiple-talker situations~Cole, Coltheart,

and Allard, 1974; Craik and Kirsner, 1974; Creelman, 1957;
Goldinger, 1996; Martinet al., 1989; Mullennix, Pisoni, and
Martin, 1989; Nusbaum and Morin, 1992; Palmeri, Gold-
inger, and Pisoni, 1993; Ryalls and Pisoni, 1997; Verbrugge
et al., 1976!. For example, Mullennix, Pisoni, and Martin
~1989! presented listeners with a naming task, and found
poorer performance on blocks in which the voice of the
talker changed from trial to trial as compared to blocks on
which the voice remained constant. Craik and Kirsner~1974;
see also Palmeriet al., 1993! found that listeners were more
likely to recognize words when they had been presented pre-
viously in the same voice as compared to a different voice.
But, these studies all focused on the number of talkers, or on
whether an item was presented in the same voice versus a
different voice. They did not examine whether the degree to
which those talkers differed from one another might matter,
or whether the degree to which individual tokens within a
talker varied might have an influence. Furthermore, some of
these studies suggested that the only significant differences
for perception were between single-talker situations and
multiple-speaker situations; the number of talkers beyond
two had little effect. This might suggest that while there is a
degradation in performance caused by the existence of vari-
ability, the amount of such variability is not a critical factor.
~In contrast, see Goldinger, 1996, who reported that listeners
were affected by similarity between voices.!

Uchanskiet al. ~1992! suggest that variability within a
talker has perceptual effects similar to variability across talk-
ers. They presented participants with ten different vowels for
identification. All were spoken by the same talker, but some
listeners heard only one token of each vowel, and others
heard up to 16 tokens of each vowel. Those who heard the
single-token set had higher identification scores than thosea!Electronic mail: rochelle-newman@uiowa.edu
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who listened to more tokens of each vowel. Reedet al.
~1991! likewise found poorer performance for multiple-token
sets of low-pass filtered speech. Similarly, variability across
speaking rates within a talker also influences perception,
both during on-line processing and during later recall~Nyga-
ard, Sommers, and Pisoni, 1995; Sommers, Nygaard, and
Pisoni, 1994!. These results suggest that utterance-to-
utterance variability within a talker can have substantial ef-
fects on perception, similar to that of talker-to-talker vari-
ability.

These token-variability studies compared performance
in multiple-token situations to performance for single tokens,
in much the same way that research on talker variability
compared multiple-talker situations to single-talker situa-
tions. But, even within multiple-token situations, some
speakers are likely to have more variability in their produc-
tions than do others, and this degree of variability may also
have an effect on perception. Listeners might have greater
difficulty when listening to a talker with more variable pro-
ductions than when listening to a talker whose productions
are more consistent. It remains to be shown whether this
degree of variability, and not just the existence of it, influ-
ences perceptual processing.

There have been a few studies suggesting that this may
be the case. Nusbaum and Morin~1992! found that talker
variability effects were less strong when the speakers were
more similar in their productions. This suggests that the de-
gree to which listeners are affected by talker variability out-
side the laboratory will depend critically on the extent to
which individuals are dissimilar in their productions. In fact,
Wannemacher~1995! suggests that the distinction between
talker variability and token variability may be unnecessary,
as productions from different, similar talkers can potentially
be as alike as different tokens from the same talker. If so, the
degree of variability~whether within a talker or across talk-
ers! may be more important than the mere presence of vari-
ability.

The present research investigates these issues in greater
depth. In order to examine the influence of variability, it is
first necessary to characterize the amount of this variability
that exists in a range of talkers. There have been a number of
recent calls for this type of research~Byrd, 1992; Klatt,
1986; Shadle, Badin, and Moulinier, 1991; Stevens, 1996;
Syrdal, 1996; Uchanskiet al., 1992!, and although research
has examined variability for some speech sounds~Crystal
and House, 1988; Fischer-Jørgensen, 1954; Lisker and
Abramson, 1964; Syrdal, 1996!, it has not been investigated
systematically. The present research focuses on the /s/–/b/
distinction, for which studies of production variability do not
currently exist. Thus, experiment 1 measures the production
variability for these phonemes across a set of talkers.

We then selected speakers with varying degrees of in-
ternal consistency in their productions. These talkers formed
the basis of perceptual studies in experiments 2 through 4. If
the degree of talker variability influences perception, listen-
ers should find it easier to identify the speech of talkers who
are more consistent in their productions. Rather than present
speech tokens in noise, as did Uchanskiet al. ~1992!, we
presented items under ideal listening conditions, and looked

for differences in identification reaction times. If a speaker is
more variable in his or her productions, listeners may require
additional processing in order to accurately identify that in-
dividual’s speech. This will lead to slowed reaction times to
speakers with less internal consistency~more variability!
among their productions.

II. EXPERIMENT 1

In order to examine the influence of variability on per-
ception, it is necessary to determine the degree of variability
that naturally occurs, and to select speakers that represent the
range of this variability. In our first experiment, we per-
formed acoustic measurements on productions of the sibilant
fricatives /s/ and /b/ across a set of speakers.

A number of studies have examined the possible acous-
tic correlates of the /s/–/b/ distinction. Harris~1958; see also
Behrens and Blumstein, 1988; Heinz and Stevens, 1961;
Hughes and Halle, 1956; Jassem, 1965; May, 1976! found
that the noise center frequency information~roughly the fre-
quency mean! is the primary cue for distinguishing these
particular phonemes.1 Strevens~1960! reported that the fric-
tion range for /s/ was shifted higher than that for /b/, which
would likewise imply that the mean frequency for /s/ would
be higher~although he measured only the range of frequen-
cies at which energy occurred, and did not actually calculate
average values!. Others have examined spectral peaks, which
are more akin to a statistical mode than a mean~Seitz, Bla-
don, and Watson, 1987!, or have examined the lower edge of
frication information~Bladon and Seitz, 1986; Seitzet al.,
1987!. In contrast to results focusing on a single acoustic
measure, Forrest and colleagues~1988! examined three spec-
tral moments~centroid, skewness, and kurtosis!, and found
that skewness of frication was the primary feature distin-
guishing these phonemes, although centroids might also aid
in their discriminability. Thus, there is wide agreement that
the frication noise is the primary acoustic cue for distinguish-
ing /s/ and /b/, although there is less agreement on the appro-
priate way of measuring this cue. However, most of this
disagreement is historical, and recent work has focused on
frequency means and skewness, or on spectral moments
more generally~for example, see Baum and McNutt, 1990;
Faber, 1991; Jongman and Sereno, 1995; Shadle and Mair,
1996; Tomiak, 1991!.

We decided to examine the spectral moments, as these
include the cues the literature appears to be converging upon
~skewness and centroid!. There are no reports in the literature
on the range of variability for these measures in sibilant pro-
duction. While there have been some reports on variability in
other phonemic distinctions~for example, voice onset time;
see Crystal and House, 1988; Fischer-Jørgensen, 1954;
Lisker and Abramson, 1964; Syrdal, 1996!, there are few
studies that have attempted to measure this variability for
fricatives. This is important information for determining the
cues listeners might regularly use in perception: even if the
average centroid for /s/ is higher than that for /b/, centroids
will only be particularly useful cues for distinguishing these
phonemes to the extent that their distributions do not over-
lap. High variability in a particular cue is likely to reduce the
degree to which listeners make use of that cue in normal
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listening, all other things being equal.2 Thus, knowing a
cue’s variability may be as important as knowing its average
value in determining whether that cue is likely to be used by
listeners.

Participants were asked to produce tokens of /s/ and /b/
in CV syllables, in a variety of vowel contexts. The range of
vowels should provide some degree of variability in produc-
tion, even among fairly consistent speakers. However, we
also asked speakers to produce multiple tokens of each CV
syllable. Those speakers who are more consistent will likely
produce the same syllable in similar ways, whereas those
speakers with more variable speech production will tend to
have high variability within a vowel context, as well as
across vowel contexts. Thus, these speakers should show a
wider range of values for frication centroids and skewness
than do the more consistent talkers, and might also have
categories that are less clear-cut. We examined only syllable-
initial tokens, as it is not yet clear whether syllable-initial
and syllable-final fricatives are treated as members of the
same phonetic category.@Some researchers have suggested
that speech perception works on the basis of position-specific
phonemes, rather than more abstract phonemes; see Gagnon,
Palmer, and Sawusch~unpublished!.#

Rather than ask participants to read aloud a written rep-
resentation of the syllables, they instead listened to a model
of the syllable and were asked to repeat it back. This method
of recording has previously been used by Forrestet al.
~1988!. The advantage of presenting an auditory exemplar,
rather than a typewritten representation of the syllable, is that
it encourages listeners to maintain a fairly even speaking
rate. Since previous research has indicated that speaking rate
variability has an influence on perception, and we were most
interested in measuring the perceptual consequences of vari-
ability beyond that induced by rate changes, it was important
to have talkers produce these items at a roughly constant
speaking rate. Pilot work suggested that written lists tended
to encourage talkers to speak progressively more quickly as
the recording continued, whereas this method of repeating
syllables led to a more constant speaking rate.3

The present experiment was designed to investigate the
variability of spectral moments for productions of /s/ and /b/,
produced in isolation at a normal speaking rate. A female
speaker~RSN! recorded four tokens of each of the syllables
consisting of the English consonants /s/ and /b/ and the vow-
els /i/, /e/, /,/, /u/, /o/, /#/, and /Ä/ ~the vowels that occur in
‘‘see,’’ ‘‘say,’’ ‘‘sat,’’ ‘‘Sue,’’ ‘‘sew,’’ ‘‘sun,’’ and ‘‘sod’’ !.
These vowels were chosen because they represent the range
of monothongal vowels that occurs in English, and because
all of them could occur in an open syllable~that is, in a CV
environment!. The decision to record four tokens of each
syllable was based on work by Uchanskiet al. ~1992!, who
suggested that this provides a reasonable sample of variabil-
ity. Participants heard these syllables one at a time over a
loudspeaker, and were asked to repeat back each syllable in
the way that they would normally produce it~that is, they
were to produce the utterances naturally, not mimic the
speaker!. They heard each of the possible items twice during
the course of the experiment, and their recordings were
stored for later acoustic measurement.

A. Method

1. Subjects

The productions came from 20 volunteers~7 male, 13
female! whose speech was recorded as part of a separate
experiment~see Newman, 1998!. All were native speakers of
English with no reported history of a speech or hearing dis-
order, and received a cash payment for their participation.
Although age information was not specifically gathered, all
of the participants were members of the University at Buf-
falo student community, and ranged from young adults to
adults.

2. Stimuli

A female native talker of English~RSN! recorded four
tokens of each CV syllable beginning with either /s/ or /b/
and followed by the seven vowels /i, e,,, u, o,Ä, #/. All of
the tokens were amplified, low-pass filtered at 9.5 kHz, digi-
tized via a 16-bit, analog-to-digital converter at a 20-kHz
sampling rate, and stored on computer disk.

3. Procedure

Listeners were run individually as part of a longer ex-
periment, and were recorded at the beginning of their first
session. Participants were seated in front of a Digital Equip-
ment Corporation VAX station 4000 computer, which con-
trolled stimulus presentation and response collection. The
subjects held an Electro-Voice D054 Dynamic Omni micro-
phone, and listened to the stimuli over a Realistic loud-
speaker in a sound-treated room. Although the talkers were
asked to maintain a roughly constant distance between their
mouth and the microphone, this distance was not controlled.
As the purpose of this study is to examine the role of vari-
ability on speech perception, and distance between talkers
and listeners typically varies, we were not particularly con-
cerned with this variation.

The stimuli, which were stored on disk, were converted
to analog form by a 16-bit, digital-to-analog converter at a
20-kHz sampling rate, and low-pass filtered at 9.5 kHz. The
syllables were presented in random order at a comfortable
listening level. Listeners were asked to repeat each syllable
into the microphone in the manner they would normally pro-
duce that syllable. The computer waited 4 s for a response. If
the listener did not respond within that time frame, the com-
puter presented an error message and presented that trial
again. If the listener’s response was too loud~peak clipped!,
the computer would similarly repeat the trial. Otherwise, the
computer gave the listener the opportunity to decide whether
to accept that trial or not. Participants were instructed to
respond ‘‘no’’ if they were unsure of what they were sup-
posed to have said, or if some other noise interfered with the
recording~such as a cough!. If the subject responded ‘‘no,’’
the trial was repeated. Otherwise, the program proceeded to
the next trial. There were a total of 56 trials in this block
(4tokens32consonants37vowel environments). The pro-
gram was then run a second time, so that each subject re-
corded eight tokens of each CV syllable. A few productions
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were lost due to computer recording error; these made up
less than 1% of the total recordings, and no more than 7% of
the recordings for any one speaker.

Each production was analyzed using an attribute extrac-
tion program, which computed a sequence of spectra. Each
spectrum was computed over a 15-ms window, with the ini-
tial analysis window centered on the onset of frication. Each
subsequent spectra was computed over a window centered 5
ms further into the signal, resulting in a series of measure-
ments containing 2/3 overlap. The number of analysis win-
dows was set at 20; thus, analysis occurred over a total of
110 ms. This duration was suggested by Tomiak~1991! to
provide a valid estimate of the fricative, based on results
from a masking study. Although other researchers have made
different choices in this regard, these methodological differ-
ences are unlikely to result in substantial disparity. Behrens
and Blumstein~1988! examined three separate 15-ms win-
dows, one at the onset of frication, one at the end of frica-
tion, and one in the middle of the frication, and found that
peak measures were relatively constant across time. To the
extent that frication remains fairly steady state, the duration
over which these measures are calculated should not unduly
influence the results.

A Fourier spectrum was computed for each analysis in-
terval using a linear scale with a pre-emphasis of 0.94. These
measures were then treated as random probability distribu-
tions. The first four moments of the distribution~the mean,
standard deviation, skewness, and kurtosis! were then calcu-
lated for each spectrum, and the values averaged across the
20 frames. These measures have been shown by Forrestet al.
~1988! to be successful at classification of both voiceless
stops and sibilants. Measures ofd(a) ~a measure of sensitiv-
ity in the theory of signal detection! were calculated both
within each subject, and across all subjects, for all four spec-
tral moments. This is roughly a measure of the degree of
difference between the two categories.4 Although we are us-
ing a measure from signal detection theory, we do not mean
to imply that we are wedded to the assumptions of that
theory ~specifically, assumptions as to how this difference
between categories will influence perception!.

B. Results and discussion

Figure 1 plots the histograms for the frequency mean~or
centroid! and skewness across all subjects; Table I gives a
summary of these measurements. The sensitivity, ord(a),
measures for these cues are 2.56 and 3.02 respectively, sup-
porting the idea that these two cues are particularly useful for
distinguishing these phonemes. These two cues are strongly
correlated across subjects (r 50.94, z57.033, p,0.0001,
based ond(a) scores5!, suggesting that individual differences
in production may alter both cues simultaneously. It does not
appear to be the case that listeners ‘‘trade off’’ these two
potential cues to fricative place of articulation.

Across subjects, we found average values for /s/ and /b/
of 5198 and 5652 Hz, respectively, for frication centroids,
and of20.030 and20.303 for skewness. Productions in the
context of back vowels tended to be lower in average fre-
quency than those in front vowel contexts@F(1,19)
59.55, p,0.01#, as would be predicted on the basis of prior

research~Mann and Repp, 1980; Soli, 1981!. Although these
average values are quite distinct, there is overlap across in-
dividual subjects’ productions, as can be seen in Fig. 1:
Some speakers’ productions of /s/ were quite similar to other
speakers’ productions of /b/. For example, individual sub-
jects’ average centroids tended to be higher for /s/ than for
/b/, but average values for /s/ were as low as 5325 Hz, while
they were as high as 5424 Hz for /b/. Similar overlap occurs
in the skewness measures, suggesting that there is no single
value which could be used to distinguish these phonemes
across all talkers. Although part of this overlap may have
been due to gender~see Flipsenet al., 1999; Johnson, 1991;
Mann and Repp, 1980; May, 1976; Schwartz, 1967; Strand
and Johnson, 1996; Whiteside, 1998!, there was substantial
variability in production within each gender as well.~For /s/
means, standard deviation overall was 189; for the 7 males
alone it was 153 and for the 13 females alone it was 147. For
/b/ means, the standard deviations were 164 overall, and 138
and 152 for males and females, respectively.!

In general then, frication centroids and skewness mea-
sures serve to distinguish /s/ and /b/ to a high degree. How-
ever, some overlap in the distributions exists, suggesting that
these cues alone may not be sufficient. That is, there is no
criterion point for either cue that would allow all items to be
properly categorized, even within a particular gender.

This overlap is at least partially due to averaging across
speakers. If listeners were able to adjust their perception for
a particular speaker~that is, to normalize their perception on
the basis of that talker!, much of this category overlap would
disappear. As an example, Fig. 2 presents the frication cen-
troids for two talkers, ACY and IAF.6 Neither speaker has

FIG. 1. Histograms of frication centroids and skewness for productions of
/s/ and /b/ syllables, across all 20 subjects.
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any category overlap among his or her own productions;
however, the /s/ productions for IAF almost entirely overlap
with the intended /b/ productions for speaker ACY. Averag-
ing across these two speakers, then, leads to a much greater
categorical overlap than is found in either speaker alone.

Some form of talker normalization could provide a means of
avoiding perceptual difficulties arising from much of the cat-
egory overlap across talkers.

However, this normalization would not be sufficient to
deal with all of the category overlap among these talkers.
The top panel of Fig. 3 shows the centroids and skewness
measures for talker GGG. This talker has a considerable
amount of category overlap within his productions. Normal-
izing on the basis of talker identity would not serve to ad-
equately discriminate this talker’s /s/ and /b/ productions.
Some items would remain ambiguous, even knowing the
talker.

Having collected these speech productions, it is now
possible to examine the influence of talker variability on lis-
teners’ perception. There are~at least! three ways in which
variability might influence identification:

~1! If a talker is more variable in his or her production of a
given phoneme, listeners may find it more difficult~or be
slower! to identity that particular phoneme;

~2! If a talker has sufficient variability in his or her produc-
tions to produce overlap between two of his or her
speech categories, listeners may find it more difficult to
identify these tokens; and

~3! If a talker has a smaller distance between two speech
categories, even when there is no category overlap, lis-
teners may find it more difficult to identify these tokens.

The first of these possibilities is an absolute measure,
inherent in that particular phoneme’s production, while the
second and third possibilities are relative measures, focusing
on the relationship between different phoneme categories.
The more absolute possibility suggests that listeners should
be slower to identify items from those phonetic categories
that have higher degrees of variability. This also implies that
some phonetic categories may naturally be more difficult

FIG. 2. Histogram of frication centroids for productions of /s/ and /b/ syl-
lables for talkers ACY and IAF.

TABLE I. Means and standard deviations of frication measurements for each talker~all measurements in Hz!.

/b/ /s/

Initials Gender Centroid Skewness Centroid Skewness

ACY F 4980 ~896! 20.223~.037! 5840 ~939! 20.400~.065!
BAM F 4926 ~1022! 20.034~.046! 5690 ~761! 20.323~.052!
CAB F 5261~688! 20.076~.039! 5594 ~1263! 20.316~.068!
CER F 5141~1434! 10.015~.062! 5784 ~772! 20.338~.048!
CLK F 5323 ~493! 20.069~.026! 5844 ~912! 20.397~.044!
DDY M 5320 ~582! 20.078~.021! 5710 ~730! 20.324~.038!
GGG M 5167~654! 10.002~.029! 5325 ~781! 20.112~.038!
HEM M 4997 ~1186! 10.041~.048! 5570 ~939! 20.278~.056!
IAF M 5004 ~684! 10.091~.026! 5414 ~982! 20.157~.057!
IC M 5116 ~914! 20.016~.034! 5419 ~1225! 20.209~.053!
JEM M 5087~556! 10.031~.027! 5440 ~745! 20.156~.036!
JG F 5196~1167! 20.062~.053! 5648 ~1392! 20.324~.082!
KFB F 5014~1117! 10.029~.042! 5578 ~1321! 20.277~.055!
KJP F 5351~920! 20.120~.043! 5784 ~886! 20.372~.050!
KSK F 5424~836! 20.106~.042! 5859 ~822! 20.403~.050!
LCG F 5080~996! 10.033~.038! 5911 ~908! 20.447~.048!
MLT M 5011 ~1222! 10.075~.058! 5566 ~1182! 20.221~.051!
NV F 5297 ~1020! 20.055~.040! 5620 ~840! 20.297~.046!
TLG F 5241~1197! 20.069~.050! 5648 ~1114! 20.355~.056!
VJL F 5338~868! 20.102~.031! 5770 ~931! 20.345~.048!
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than others; in particular, categories that are more free to
vary in their productions~and thus can be produced with
more variation! may be naturally more difficult for listeners
than are those speech categories that are more constrained.

Although the absolute measure has not been addressed
in the literature, both of the relational forms of variability
have been assumed to have an influence on perception. Pos-
sibility ~3!, category separability, has received strong support
in other domains. Reaction time studies frequently find that
listeners are faster to classify items belonging to more sepa-
rable categories~Melara and Mounts, 1994!, and this pre-
sumably would influence speech perception as well. Indeed,
reaction time measures have been taken as being a direct
measure of this category separability~Moyer and Bayer,
1976!. This suggests that reaction time measures should be
sensitive to this form of variability, although accuracy scores
may be less affected: A signal-detection analysis would im-
ply that once two categories are completely separable, iden-
tification accuracy should be perfect, and greater discrim-
inability beyond that point should have no effect. Thus, there
is greater reason to suspect that this form of variability
would influence reaction times rather than accuracy. How-
ever, even the reaction time result may be somewhat in ques-
tion. Speech perception is a particularly overlearned skill,
and speech categories are generally identified quite effort-
lessly in normal conversation. This overlearning may allow
listeners to classify items purely in terms of phonological
category, without direct reference to the acoustic dimensions
underlying that identification. If so, the degree of difference

between categories may not be particularly relevant to iden-
tification. In addition, work on auditory psychophysics has
demonstrated that reaction times only vary with discrim-
inability to a particular point; beyond a certain level, they are
not free to decrease further~Stebbins, 1966!. Given the large
amount of practice listeners have at discriminating speech
categories, latency may not be affected by these subtle dif-
ferences in variability. Furthermore, it is not always clear
what cues listeners use as a basis of perception. Although the
/s/–/b/ distinction is clearly cued by frication frequency, lis-
teners’ perception of that dimension may not be purely lin-
ear. Indeed, work on categorical perception~Cutting and
Rosner, 1974; Eimas, 1975! explicitly claims that listeners
do not perceive acoustic differences in a linear manner, sug-
gesting that linear acoustic separability may not be an accu-
rate measure of discriminability for listeners. The only work
examining these types of differences in speech stimuli fo-
cused on same/different responding, rather than categoriza-
tion, and the former task may focus listeners’ attention on
acoustic properties in a manner different than identification
~Pisoni and Tash, 1974!. And, while recent work investigat-
ing how infant-directed speech results in more extreme ex-
amples of phonetic categories~Andruski and Kuhl, 1996;
Andruski, Kuhl, and Hayashi, 1999! makes the implicit as-
sumption that young listeners would find it easier to separate
these more extreme~i.e., separable! productions, this has not
actually been demonstrated. Thus, whether this type of talker
variability would have measurable effects on either listeners’
reaction times or listeners’ accuracy remains an open ques-
tion. Experiment 3 examines whether this type of production
difference has any real consequences for perception, using
d(a) as a measure of category distance.

Overlap among categories@possibility ~2!, above# can
also be an indication of talker variability. Presumably, a
talker who had more consistent productions would be less
likely to have overlaps between phonetic categories, all other
things being equal. This has also been assumed to lead to a
perceptual decrement for listeners. Yet, while a number of
researchers have argued that centroids and skewness serve as
the primary cues to distinguish /s/ and /b/ ~see the discussion
prior to experiment 1!, these are not the only such cues. One
of the most ubiquitous facts about speech is its redundancy—
researchers have yet to find any single cue which is neces-
sary for proper identification. Listeners always have multiple
cues at their disposal, and may be able to switch among these
cues with ease~however, see Christensen and Humes, 1996,
1997 for evidence that adults tend to focus on only a single
cue even when multiple cues are available!. Indeed, many
researchers have claimed that the spectral moments are only
two of a set of cues used to identify fricatives~Hedrick,
1997; Shadle and Mair, 1996; Tomiak, 1991; see also
Whalen, 1981!. If no cue is absolutely necessary, then listen-
ers faced with a cue that does not distinguish between cat-
egories are likely to switch to using a more distinctive cue.
While they may be slowed initially, they should soon realize
the source of the difficulty, and should then be unaffected by
the overlap between categories.

We decided to begin our examination of talker variabil-
ity by examining whether this category overlap actually

FIG. 3. Histograms of frication centroids for productions of /s/ and /b/ syl-
lables for talkers GGG and DDY.
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leads to a perceptual decrement for listeners. Experiment 2
compares listeners’ perception of tokens spoken by GGG
with those spoken by a second male talker, DDY. DDY
showed no category overlap on either measure~see the bot-
tom portion of Fig. 3! and thed(a) measures for his produc-
tions are much higher than those for GGG~DDY: 5.915 and
8.082 for centroids and skewness respectively; GGG: 2.197
and 3.344 respectively!. As both talkers are male, gender
differences~such as those shown by Bradlow, Torretta, and
Pisoni, 1996! are not a factor. Any differences in ease of
perception for these two talkers are likely to be due to the
difference in degree of category overlap.

There are three possible sets of results that might be
obtained in this experiment. First, we may find that listeners
have little or no difficulty perceiving the utterances of talker
GGG. Such results would clearly indicate that listeners are
able to adjust for idiosyncrasies in speech production by
switching to alternative cues. As long as a talker does not
produce category overlap in all of the potential cues to a
given distinction, this form of variability within a talker
would be thus unlikely to have substantial influence on per-
ception.

A second possible set of results would be that listeners
are slower at recognizing GGG’s utterances, but are not less
accurate. If listeners have a variety of acoustic cues available
to them, their recognition accuracy need not be affected by
category overlap on spectral moments. However, the conflict
between different acoustic cues, or the act of switching to
alternative cues, might require additional processing re-
sources, slowing perception. This might be particularly the
case early in the experiment; as listeners learn the cues nec-
essary for distinguishing among these productions, they may
be less affected perceptually.

Finally, listeners may actually be less accurate at per-
ceiving GGG’s tokens. If spectral moments are the primary
~or only! acoustic cue used by listeners, we would expect
such a performance decrement for talker GGG. This would
further suggest that one form of variability, namely category
overlap, can strongly affect perception.

Although this experiment was designed to investigate
the effect of category overlap, these particular talkers also
allow us to examine variability within a phonetic category.
Both talkers demonstrate higher degrees of variability in
their /s/ productions than in their /b/ productions by both
acoustic measures. More specifically, the standard deviations
for talker DDY’s /s/ productions are 72.98 for centroids, and
0.038 for skewness; his /b/ productions have standard devia-
tions of 58.22 according to centroid measures, and 0.021 for
skewness. Talker GGG’s /s/ productions have a standard de-
viation of 78.08 for centroids, and 0.038 for skewness; his /b/
productions have standard deviations of 65.38 by centroid
measures, and 0.029 for skewness. If this within-category
variability has an effect on perception, we would expect to
find a significant effect of phoneme, over and above any
effects of talker. In particular, listeners should be slower, and
perhaps less accurate, at identifying /s/ tokens than at iden-
tifying /b/ tokens within each talker.

We have no particular expectations with regards to an
interaction between talker and phoneme. Talker DDY has a

greater degree of difference between the variability in his /s/
and /b/ productions, which might imply that the effect of
phoneme would be stronger in his voice than in GGG’s;
however, these two effects~that of within-category variabil-
ity and of category overlap! may not be strictly independent.
If these two potential sources of confusion are additive in
some manner, we would expect a greater effect of phoneme
in talker GGG than in DDY. Because of these conflicting
expectations, we are unable to make strong predictions as to
the existence or direction of any interaction.

III. EXPERIMENT 2

This experiment was designed to examine the influences
of categorical overlap and phoneme variability on perceptual
identification. Listeners were presented with the natural /s/
and /b/ utterances of two talkers, GGG and DDY, and asked
to identify each item as beginning with an ‘‘s’’ or an ‘‘sh.’’
Talker GGG has a fair degree of categorical overlap in his
productions, whereas talker DDY does not. Both talkers have
more variability among their /s/ productions than among
their /b/ productions. These two types of variability are both
predicted to influence listeners’ perception, resulting in
poorer identification for talker GGG than for DDY and for
the phoneme /s/ than for /b/. Listeners’ accuracy and response
times were both measured, in order to separate out effects of
misperception with more subtle effects of slowed processing.

A. Method

1. Subjects

Twenty undergraduate students~13 female, 7 male! took
part in this experiment in exchange for course credit. All
participants were right-handed native speakers of English,
with no reported history of speech or hearing impairment.

2. Stimuli

All of the CV recordings for both talker DDY and talker
GGG were used as stimuli in this experiment. This led to a
total of 222 stimulus items.7 Fourteen items from a third
male speaker~half /s/, half /b/! were presented as a practice
block.

3. Procedure

Listeners were tested individually and heard the tokens
from both talkers in an intermixed fashion. Stimulus presen-
tation and response collection were controlled by an Apple
Macintosh 7100 A/V computer. The stimuli were presented
binaurally through AudioTechnica ATH-M40fs headphones.
Syllables were played in random order, and listeners were
asked to identify each item as either an ‘‘s’’ or an ‘‘sh’’ as
quickly and accurately as possible by pressing the appropri-
ate button on a computer-controlled response box; both ac-
curacy and speed were emphasized. The mapping of re-
sponse to hand was counterbalanced across listeners.
Presentation rate depended upon the listeners’ response
speed. The next trial began 1.0 s after the listener had re-
sponded, or after an interval of 3.0 s from stimulus onset had
elapsed, whichever came first. Responses from the block of
practice trials were not included in the analysis. Listeners
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heard all 222 stimulus items in a single block, and heard two
such blocks. This led to a total of 224 responses for talker
DDY ~half /s/, half /b/! and 220 responses for GGG~108 for
/s/, 112 for /b/! from each listener.

B. Results and discussion

Performance accuracy and response times were calcu-
lated for each consonant and each talker. Response times
were measured from stimulus onset, rather than stimulus off-
set; as listeners frequently responded prior to the end of the
syllable, measuring response times from stimulus offset
would serve to eliminate many of their responses. Any item
whose response time was greater than 2 standard deviations
outside the average response time for that listener on that
block, or for which the listener gave no response, was not
included in the data. In addition, all trials with response
times greater than 1500 ms were likewise eliminated. Com-
bined, less than 10% of the total trials were excluded from
analysis. These dropped trials were spread across types, but
not evenly so: Out of 108 or 112 trials per type, data from an
average of 6 items per listener were dropped from DDY /s/
items, 8 from DDY /b/ items, 13 from GGG /s/ items, and 6
from GGG /b/ items.

Listeners were highly accurate at identifying the in-
tended productions, with average accuracies above 97% for
each talker~97.85% for DDY; 98.38% for GGG; see Fig. 4!.
A repeated-measures analysis of variance~ANOVA ! com-
paring accuracy performance on /s/ and /b/ items for both
talkers showed no effect of talker or fricative~both F,1),
and only a marginal interaction@F(1,19)54.22,p,0.10#. If
anything, listeners were slightly more accurate overall at
classifying talker GGG’s productions than talker DDY’s, al-

though this depended on the particular fricative~listeners
were 1.3% more accurate for talker DDY on /s/ items, and
2.3% more accurate for talker GGG for /b/ items!.

The high level of accuracy suggests that listeners were
able to compensate for category overlap on a given cue and
successfully identify the intended speech. However, this re-
quired additional processing resources, as demonstrated by
the slowed reaction times to talker GGG’s speech, as com-
pared to that of talker DDY. A repeated-measures ANOVA
comparing reaction times to the /s/ and /b/ items in both talk-
ers showed a substantial effect of talker@F(1,19)5131.32,
p,0.0001; mean response time to talker DDY5718 ms and
to talker GGG5768 ms#. There was also an effect of frica-
tive, with listeners slower to identify the /s/ tokens than the
/b/ tokens @F(1,19)529.37, p,0.0001; average response
time to /s/5763 ms and to /b/5724 ms#, and a significant
interaction @F(1,19)553.36, p,0.0001#. Follow-up t tests
showed that response times were slower to talker GGG than
talker DDY for both /s/ and /b/ productions@for /s/, t(19)
515.823, p,0.0001; for /b/, t(19)52.676, p,0.05#, al-
though the difference between talkers was smaller on /b/
items. The reason for this asymmetry is less clear, but it may
be that when multiple sources of variability are present in a
signal, the effects are multiplicative rather than additive.
That is, the /s/ items for talker GGG suffer from two forms
of variability: the greater variability caused by category
overlap, and the greater variability in the /s/ phoneme across
the two talkers. Together, these two forms of variability may
slow processing more than a simple additive model might
predict. However, since the effect of talker is nonetheless
present in both the /s/ and /b/ phonemes, this asymmetry in
effect size does not negate the primary point that category
overlap results in slowed reaction times.

These reaction time findings have a number of implica-
tions. First, the measurements of frication centroid and skew-
ness do seem to catch some of the information listeners use
when making phonetic categorization; were this not the case,
there would be no reason to predict that performance would
be slower to talker GGG than to talker DDY. Although it is
possible that the category overlap in these two measures is
simply a coincidence~and that listeners are relying on other
cues that happen to produce the same effect!, it seems more
likely that the measurements taken in experiment 1 have
some bearing on listeners’ perception of the items. Listeners
appear to be attempting to use these cues, and are being
slowed by the fact that these cues do not provide sufficient
discriminatory information. Second, although prior research
has suggested that these cues are the primary ones used in
sibilant discrimination~Forrestet al., 1988; Harris, 1958!,
they are clearly not the only cues available to listeners. If
they were, listeners would likely have difficulty discriminat-
ing the /s/ and /b/ productions that fell into the overlapping
region of talker GGG’s production space. The high accuracy
scores in the present experiment demonstrate that this was
not the case. Third, both category overlap and within-
category variability have demonstrable effects on perception.
Even though listeners had alternative cues at their disposal,
they were slower at identifying targets spoken by GGG, and
were slower at identifying /s/ tokens than /b/ tokens. The

FIG. 4. Listener reaction times and accuracy scores for /s/ and /b/ produc-
tions for talkers DDY and GGG.
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increase in response time to talker GGG may be due to the
need to switch to alternative measures, or may be caused by
the conflict between different acoustic cues. It may also sim-
ply be due to the variability in production in this talker’s
voice, or to uncertainty among the listeners~see Haley and
Ohde, 1996 for a discussion on the role of uncertainty in
speech experiments!. Regardless, the results clearly show
that the degree of speaker variability does result in subtle
influences on perception, which can be measured using an
appropriate task.

Given that category overlap results in poorer compre-
hension, why did talker GGG not adjust his speech in order
to avoid such overlap? One possibility is that familiarity with
a talker’s voice might alleviate some of these perceptual dif-
ficulties. Participants in our perceptual experiments did not
know the speakers to whom they were listening. Yet, most
real-life conversations likely take place between individuals
who have had the opportunity to become familiar with each
other’s speech production idiosyncrasies. Familiarity with a
voice might allow listeners to learn which acoustic cues are
most appropriate for recognizing that individual’s speech.
Although the present study was not designed to examine this
issue, one way of addressing it is to compare listeners’ per-
formance on the first block with their performance on block
two. If familiarity with a voice allows listeners to adjust for
a talker’s category overlap, then the performance difference
between tokens from GGG and DDY should be reduced in
block 2. We examined reaction time performance on the two
blocks in a 2~block!32~talker!32~fricative! ANOVA. There
was an overall effect of block@F(1,19)55.52,p,0.05# such
that listeners responded more quickly overall on the second
block. There was also a marginal interaction between block
and talker in the correct direction@F(1,19)54.23,p,0.06#:
in block 1, the reaction time difference between talkers was
59 ms, whereas it was only 43 ms in block 2. Listeners
suffered less decrement with talker GGG’s voice as they be-
came more familiar with it. However, even after hearing
more than 100 tokens from this talker, the participants in this
experiment remained unable to respond to tokens in his voice
as quickly as they could to tokens in talker DDY’s voice,
suggesting that relatively modest degrees of familiarity with
a talker are not sufficient to alleviate these perceptual diffi-
culties.

The similarity between GGG’s /s/ and /b/ productions
resulted in slowed processing on the part of listeners. Yet, it
is not clear whether this slowed processing was due to the
poorer discriminability of talker GGG’s productions, or was
caused specifically by the category overlap. That is, was it
the fact that the /s/ and /b/ distributionsoverlappedin this
talker that caused problems, or were problems caused by the
fact that the distance between the categories was smaller
~that is, thatd(a) for GGG was reduced relative to that from
talker DDY!? These possibilities cannot be distinguished in
the current experiment. One way to address this issue would
be to compare performance on two talkers who do not show
category overlap, but who have similar discriminability dif-
ferences as do talkers GGG and DDY. For example, Fig. 5
shows frequency centroids for talkers KSK and LCG, neither
of whom have category overlap on either acoustic measure.

These talkers do differ in the distance between their catego-
ries ~for talker KSK, d(a)55.249 for centroids,d(a)56.469
for skewness; for talker LCG,d(a)59.231 for centroids,
d(a)511.128 for skewness!. In fact, the difference in dis-
criminability between these two talkers is quite comparable
to the difference in discriminability between talkers GGG
and DDY ~for centroids,d(a)DDY2d(a)GGG53.718, d(a)LCG

2d(a)KSK53.982; for skewness,d(a)DDY2d(a)GGG54.738,
d(a)LCG2d(a)KSK54.659). Comparing perception of these
two talkers allows us to separate out influences of category
overlap with influences of category distanceper se, and de-
termine which type of talker variability is most detrimental
to listeners.

IV. EXPERIMENT 3

This experiment compares listeners’ categorization per-
formance for two talkers who differ in their sibilant discrim-
inability ~see Fig. 5!. Although all items are perfectly dis-
criminable in both voices~that is, there is no category
overlap in either speaker!, the two categories lie further apart
in perceptual space for talker LCG than talker KSK.

The degree of category separability between the talkers
in the present experiment is quite comparable to the differ-
ence between talkers GGG and DDY from experiment 2. If
category overlap were the primary factor in the slowed re-
sponse times to GGG, then performance on talkers KSK and
LCG should be quite comparable~as neither talker has any
category overlap!. However, if listeners respond more

FIG. 5. Histograms of frication centroids for productions of /s/ and /b/ syl-
lables for talkers KSK and LCG.
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quickly to talkers with more discriminable categories, then
listeners in the present experiment should have faster reac-
tion times to talker LCG than talker KSK, and the amount of
this difference should be comparable to that for the differ-
ence between the talkers in experiment 1.

Neither of these talkers shows the degree of difference
between the variability of their /s/ and /b/ productions that
talkers GGG and DDY showed. For example, the standard
deviations for centroids differed by nearly 14 for both GGG
and DDY; they differ by only 9 for LCG and by less than 2
for KSK. Furthermore, while both female talkers are slightly
more variable in their /b/ productions by measurements of
centroids, they are also slightly more variable in their /s/
productions by skewness measures. Listeners may vary in
terms of which of these two cues they focus their attention
on, and if so, some may hear the /s/ items as more variable
and others the /b/ items, causing these effects to balance out
~Christensen and Humes, 1996, 1997!. Thus, we do not pre-
dict any effect of phoneme in the current study.

A. Method

1. Subjects

Twenty-two undergraduate students~19 female, 3 male!
took part in this experiment in exchange for course credit.
All participants were right-handed native speakers of En-
glish, with no reported history of speech or hearing impair-
ment. The data from two additional listeners were dropped
for experimenter error.

2. Stimuli

All of the CV recordings for two female talkers~LCG
and KSK! were used as stimuli in this experiment. This led
to a total of 223 items.8 Fourteen items from a third female
speaker~half /s/, half /b/! were presented as a practice block.

3. Procedure

All aspects of the procedure were identical to those in
experiment 2. Syllables were played in random order, and
listeners were asked to identify each item as either an ‘‘s’’ or
an ‘‘sh’’ as quickly and accurately as possible by pressing
the appropriate button on a computer-controlled response
box. The mapping of response to hand was counterbalanced
across listeners. Listeners heard all items in an intermixed
fashion, and heard a total of two blocks of trials.

B. Results and discussion

Performance accuracy and response times were calcu-
lated for each consonant and each talker, as in experiment 2.
Any item that was more than 2 standard deviations outside
the average response time for that listener, or for which the
listener gave no response, was not included in the data. In
addition, all trials with response times greater than 1500 ms
were likewise eliminated. Data from less than 6% of trials
were eliminated for these reasons.~These dropped trials were
spread across types, but were slightly larger for /s/ items than
for /b/ items: Out of 110 or 112 trials per type, data from an
average of 6 items per listener were dropped from KSK /s/
items, 7 from LCG /s/ items, and 5 each from KSK and LCG
/b/ items.!

Overall accuracy was again quite high, at 96.6% for
talker KSK, and 97.4% for talker LCG~see Fig. 6!. This
slight difference in accuracy was marginally significant
@F(1,21)54.14, p,0.10#, suggesting a tendency towards
better identification of talker LCG. However, listeners’ re-
sponse times also showed a marginal effect of talker, with
listeners responding slightly faster for talker KSK@F(1,21)
52.97,p50.10#. There was a significant effect of phoneme
in both measures, with more accurate identification for /s/
than /b/ @F(1,21)55.01,p,0.05#, but with /s/ being slower
@F(1,21)540.96,p,0.0001#. There was no interaction be-
tween phoneme and talker on either measure (F,1).

The trend toward an effect of talker in this experiment
seems to be caused by speed–accuracy trade-offs: Listeners
were marginally more accurate at identifying tokens from
LCG, but also marginally slower. Since neither tendency
even reached significance, there appears to be no strong evi-
dence for an effect of talker in this study. It is possible that
the tendency towards a speed–accuracy trade-off masked an
effect of talker, but such an effect would likely not be of the
magnitude of difference seen between talkers GGG and
DDY. Furthermore, any effect in the reaction times in the
present experiment is in the opposite direction of that pre-
dicted. Apparently, the difference between perception for
talkers GGG and DDY in experiment 2 was due more to the
category overlap among talker GGG’s productions than to
the reduced discriminability of his categories.

FIG. 6. Listener reaction times and accuracy scores for /s/ and /b/ produc-
tions for talkers KSK and LCG.
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There was an effect of phoneme in both measures, with
/s/ being both more accurate and slower. Part of the reaction
time difference may also be due to a speed–accuracy trade-
off, but not necessarily the entire effect. As discussed earlier,
we had no predictions for a phoneme effect in this study,
since the two measures~centroids and skewness! predicted
effects in different directions. The greater effect in reaction
times suggests the possibility that listeners’ response times
were based more on skewness than on centroids~since skew-
ness measures were more variable for /s/ than /b/!. However,
further research will be needed to test this more explicitly.

The speed–accuracy trade-offs make the interpretations
of the talker effects unclear. Furthermore, listeners re-
sponded much more quickly to the items in this experiment
than to those in the prior experiment, raising the possibility
that they were at ceiling performance. That is, they may have
been responding so quickly that differences in processing
speed could not be seen. A comparison of the two blocks
argues against this, however: Listeners were approximately
26 ms faster overall in block 2 than in block 1@F(1,21)
55.99, p,0.05#, yet the pattern of results is consistent
across the two blocks.

The results for phonemes may also be due to speed–
accuracy trade-offs, but here the results are more murky.
Responses to the /s/ tokens were both significantly more ac-
curate than the /b/ items, and significantly slower. The fact
that the effects go in opposite directions limits our ability to
make any substantive claims about directionality of the ef-
fect of phoneme in these talkers.

Another possible concern is that the results in these ex-
periments were caused by some aspect of the signal other
than that of the initial fricative; perhaps the stimuli differed
in their average length, or in some aspect of the vowel, and
those differences influenced perception. This is especially
worrisome given the speed–accuracy trade-offs; it appears
likely that some aspect of the signal served to cause listeners
to use a different strategy for responding to /s/ items than /b/
items. To address these concerns, experiment 4 reexamines
the items from all four talkers, while controlling for other
possible differences in the syllables. All but the initial 100
ms of each syllable was removed, leaving only the first por-
tion of the frication for each item. This equates the syllables
for length, and removes all information other than the fric-
tion from the items. If the same pattern of results occurs, it
could not be caused by factors such as vowel quality or syl-
lable duration.

V. EXPERIMENT 4

This experiment was designed to examine whether the
pattern of results found in the prior experiments might be
due to other differences in the stimuli. Listeners were again
presented with the natural /s/ and /b/ utterances of two talkers
~either GGG and DDY or KSK and LCG!, but in this experi-
ment they heard only the first 100 ms of the frication itself.
Thus, there was no additional information in the vowel or
transitions that could help to distinguish the phonemes, and
there were no differences in other factors~such as duration or
fundamental frequency! that might be the cause of any dif-
ferences in response times. Any effect of talker in the present

experiment could not be due to factors other than those in the
frication itself. Similarly, any effect of phoneme in the
present experiment would necessarily be caused by differ-
ences in the frication, rather than differences in the transi-
tions or the remainder of the syllable.

We proposed in experiment 2 that listeners were switch-
ing to alternative cues for talker GGG. Some of these alter-
native cues may have been in the transitions between the
fricative and vowel~Whalen, 1991!. Since the transitions are
not present in the current experiment, we may be more likely
in the present experiment to see effects in both accuracy and
reaction times, rather than in reaction times alone. This is
especially the case for the male voices, where the frication
cues are not sufficient for discriminating all items; we would
not expect such accuracy results in the female voices, where
the frication does provide sufficient cues to identification.

A. Method

1. Subjects

Forty undergraduate students~31 female, 9 male! took
part in this experiment in exchange for course credit or for a
small monetary compensation. All participants were right-
handed native speakers of English, with no reported history
of speech or hearing impairment. Half of the listeners heard
the two male voices from experiment 2, whereas the others
heard the female voices from experiment 3. Data from an
additional five participants were dropped from analysis, three
for experimenter error, one for equipment failure, and a fifth
for being a nonnative speaker.

2. Stimuli

All of the CV recordings from the prior two experiments
were used as stimuli in this experiment. These items were
edited, leaving only the initial 100 ms of each item~all of the
items had natural frications longer than 100 ms, such that the
cut point remained within the fricative itself!. This controls
for differences in duration among items. In addition, by re-
moving the vowel portion of all syllables, we are ensuring
that any effects of talker are actually caused by differences in
the frication, rather than differences in other portions of the
syllables. Fourteen items from a third speaker~half /s/, half
/b/! were presented as a practice block.

3. Procedure

Listeners were tested individually in the same manner as
in the prior experiments, with one exception. The vocalic
portions of the syllables in the prior experiments allowed the
listeners to easily distinguish between the two talkers. With-
out those portions, it was often difficult to determine which
talker was actually producing each syllable. As we wanted to
ensure that listeners were judging each talker’s utterances on
the basis of the cues appropriate for that talker, we felt it
important for listeners to be able to distinguish the talkers
easily. We therefore decided to block the items by talker,
rather than intermix them. Listeners thus heard two blocks of
items from a single talker, and then two blocks from the
second talker of the same gender. Which talker was heard
first was counterbalanced across participants.
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B. Results and discussion

Performance accuracy and response times were calcu-
lated for each consonant and each talker, as in experiments 2
and 3. Any item that was more than 2 standard deviations
outside the average response time for that listener, or for
which the listener gave no response, was not included in the
data. In addition, all trials with response times greater than
1500 ms were likewise eliminated. The dropped trials were
not spread evenly among conditions, although they were still
a minority of items, ranging from 5 to 12 trials per condition
~where conditions consisted of 108–112 trials!. For the male
voices, talker DDY lost an average of 7 trials per listener for
the /s/ items, and 6 for the /b/ items; talker GGG lost an
average of 12 for the /s/ items and 8 for the /b/ items. For the
female voices, talker KSK lost an average of 7 trials per
listener each on the /s/ and /b/ items, and talker LCG lost an
average of 6 trials for the /s/ items and 5 for the /b/ trials.

We began by comparing the results for the 20 listeners
hearing the two male talkers. Although listeners were fairly
accurate at identifying the intended productions, their overall
accuracies were not as great as in the prior experiments,
suggesting that this task was substantially more difficult~see
Fig. 7!. In addition, a repeated-measures ANOVA comparing
accuracy performance on /s/ and /b/ items for both talkers
showed significant effects of both talker and fricative, as well
as a significant interaction@effect of talker, F(1,19)
523.68, p,0.0001; effect of phoneme,F(1,19)58.33, p
,0.01; interaction,F(1,19)510.06, p,0.005#. Listeners
showed a 96% accuracy for talker DDY, but only an 88%
accuracy for talker GGG, demonstrating the effect of talker
overlap on listeners’ perception. In addition, the listeners
were 4% more accurate at identifying the /b/ tokens than the
/s/ tokens, again demonstrating an effect of variability within

phoneme category. The interaction was caused by a larger
difference between the two talkers among the /s/ productions
than in the /b/ productions. Follow-up tests showed the effect
of talker to be significant in both phonemes: Listeners were
11% more accurate to talker DDY in the /s/ items, and 4%
more accurate to talker DDY in the /b/ items @for the /s/
items, t(19)54.79, p,0.0001; for /b/, t(19)53.25, p
,0.005#.

The reaction time results showed a similar pattern. Lis-
teners were 47 ms faster on average to identify those frica-
tives spoken by talker DDY than those spoken by talker
GGG @F(1,19)511.90,p,0.005#. There was also a signifi-
cant effect of phoneme, with listeners 16 ms faster to identify
the /b/ tokens than the /s/ tokens@F(1,19)55.06, p,0.05#.
The interaction between talker and phoneme was marginal
@F(1,19)53.12,p,0.10#. Again, follow-up tests showed the
effect of talker to be significant in both phonemes@for the /s/
items,t(19)53.96,p,0.001; for /b/, t(19)52.73,p,0.02#.

Looking at the two blocks separately showed the same
pattern of results. Neither the effect of block nor any inter-
action involving block was significant@in accuracy, effect of
block F,1; interaction of block and talker,F(1,19)51.79,
p.0.10; interaction of block with phoneme,F(1,19)
53.37, p,0.10; three-way interaction,F(1,19)51.25, p
.0.10; in reaction times,F(1,19)53.54,p,0.10; all inter-
actionsF,1#.

Unlike the results from Experiment 2, the current results
cannot be due to other aspects of the signal, such as duration
or vowel quality. Thus, these results support the idea that
both category overlap among fricative productions and vari-
ability within a category have significant effects on listeners’
perceptions. Listeners are capable of switching to alternative
cues~such as those in the transitions into the vowel! when
these cues are available, as was the case in experiment 2.
When they are unavailable, listeners’ accuracy at identifying
the items decreases in addition to their speed.

This also suggests a distinction between direct and indi-
rect effects of variability. In the present experiment, the ef-
fect of variability appears to directly affect reaction times
and accuracy. In the prior experiments, however, the vari-
ability seemed to encourage listeners to switch to alternative
cues. This switching~or the reliance on cues not typically
used! then slowed processing speed—but the slowed re-
sponse times may have been only indirectly caused by the
variability in the signal. The direct effect of variability was
the switching to other cues.

We next compared the results for the 20 listeners hear-
ing the two female talkers. The speed–accuracy trade-offs
did not reoccur, suggesting that they may have been caused
by other aspects of the syllable. Furthermore, once this vari-
ability was no longer present, a trend towards an effect of
talker became apparent. The accuracy results were not sig-
nificant, with listeners slightly more accurate to tokens from
LCG @by 1.4%;F(1,19)52.40,p.0.10#. However, listeners
responded marginally faster to talker LCG@by nearly 28 ms;
F(1,19)54.12,p,0.06#, suggesting that separability of cat-
egories also has an effect on listeners’ perception. Follow-up
t tests showed the results to be significant for the /s/ items
@t(19)52.11, p,0.05# but only marginal for the /b/ items

FIG. 7. Listener reaction times and accuracy scores for identifying the first
100 ms of frication for all four talkers.
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@t(19)51.76,p,0.10#. As originally predicted, there was no
effect of phoneme for these two talkers, and no interaction
between talker and phoneme in either analysis~all F,1).

Looking at the two blocks separately showed a some-
what different pattern of results. The effect of talker on re-
action times was only significant in block 1@F(1,19)
54.64, p,0.05#, not in block 2@F(1,19)51.08, p.0.10#,
although the block by talker interaction did not reach signifi-
cance@F(1,19)51.73,p.0.20#. The effect of talker was not
significant in accuracy in either block@for block 1, F(1,19)
51.52,p.0.10; for block 2,F(1,19)51.89,p.0.10#. The
latter is not surprising, as the listeners had no need to switch
to alternative cues for these talkers~unlike with the male
talkers!. However, the difference across blocks in reaction
times is more surprising. It suggests that while listeners were
initially slowed by the decreased category separability be-
tween these talkers’ voices, this effect began to disappear
with further practice. Looking at the means, it appears that
performance with talker LCG remained quite stable across
blocks~average reaction times of 449 ms for block 1 and 450
ms for block 2!. Listeners’ performance improved with talker
KSK as they became more practiced with her voice, with an
average reaction time of 489 ms during block 1 but only 465
ms for block 2.

Why were the effects for the female talkers so different
here than in experiment 3? One possibility is that the partici-
pants in experiment 3 may have been responding at ceiling
performance. However, comparing across the two experi-
ments suggests that listeners were actually responding sig-
nificantly faster in the current experiment than in the prior
experiment@by over 120 ms;F(1,40)510.12,p,0.005#. A
more likely possibility is that the tendency towards a speed–
accuracy trade-off masked the slight effects of talker in that
experiment. As this speed–accuracy trade-off did not occur
with only the first 100 ms of the frication being presented, it
seems likely that other aspects of the signal~such as vowel
quality or syllable duration! may have been the primary
cause for those results. It is less clear why the effect of
phoneme, which seemed fairly strong in experiment 3, did
not reappear here. One possibility is that, with less informa-
tion present, listeners were relying both on skewness and
centroids here, but were relying more heavily on skewness in
the prior experiment. Or, perhaps the reaction time effects in
that experiment were due to syllable durations, or other cues
not found in the present experiment. Regardless, there does
not appear to be any consistent phoneme effect for these
talkers.

It appears that category discriminability may have a
slight effect on listener perception. However, this effect of
talker for the female voices was clearly weaker than that for
the male voices, as it only approached significance with the
female voices. Furthermore, a comparison across the male
and female voices showed a highly significant interaction in
accuracy scores between talker~easy versus hard! and gender
~male vs female!, with the poorest performance for the dif-
ficult male talker@F(1,38)512.732,p,0.001 for accuracy;
F(1,38)51.095,p.0.10 for reaction times#. This suggests
that category overlap may have effects above and beyond
those of category discriminability. That is, the effect of cat-

egory overlap was not simply caused by a linear measure of
discriminability; overlap between categories is substantially
more difficult for listeners than are categories that are simply
close together.

This cross-experiment analysis shows a phoneme by
gender interaction as well@F(1,38)55.91,p,0.05 by accu-
racy; F(1,38)53.34,p,0.10 by reaction time#, with the /s/
items for the male voice having a lower accuracy and higher
reaction time than all other items. This supports the idea that
the decreased performance for /s/ items was limited to the
male voices~where the /s/ items had higher variability than
the /b/ items!.

VI. GENERAL DISCUSSION

The results from this study are a step towards the goal of
examining the role of production variability on perception.
These results demonstrate that a number of forms of talker
variability have perceptual consequences for listeners. To be-
gin with, greater consistency of production within a phonetic
category appears to make items in that category easier to
classify. When a speaker had a substantially greater amount
of variability in production for one phonetic category than
for the other, listeners were slower to identify the tokens
from the more variable category. Listeners were also less
accurate at identifying those items when there were no other
cues available on which they could rely.

Clearly, variability within a category influences listen-
ers’ ability to identify tokens from that category. In some
cases, this effect of within-phoneme variability may be pri-
marily due to idiosyncrasies in an individual’s speech pro-
duction. This is likely to be the case in the present experi-
ment. However, some phoneme categories may naturally be
more prone to variability than are others, and may therefore
be consistently harder to identify. For example, among stop
consonants, voiced items are bounded in their VOT mea-
sures, while voiceless items are not.9 This leaves voiceless
items more free to vary, and suggests that they may be natu-
rally harder to identify than voiced items, at least when cat-
egories are equally separable. Future research will be needed
to explore this more fully.

In addition to this absolute measure of variability, there
are also relational effects of variability that can influence
perception. Both the discriminability of phonetic categories,
and their discreteness~or degree of overlap! can influence a
listener’s ability to identify particular tokens. As with the
variability within a category, these effects are primarily seen
in reaction times when listeners have the opportunity to
switch to alternative cues for identification. In these cases,
either the need to switch to alternative cues, or the conflict
between cues, slowed perceptual processing. When such al-
ternative cues are unavailable, however, listeners are also
less accurate at identifying tokens from talkers with category
overlap in production, although they do not appear to be less
accurate at identifying items from categories that are non-
overlapping but less separable. Although few talkers show
actual overlap on most cues, experiment 1 shows that talkers
do vary substantially in the degree to which their phonetic
categories differ from one another. This is therefore likely to
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be one factor in what makes individual talkers more or less
intelligible.

Although the discriminability of categories did have a
marginal effect on listeners’ reaction times in experiment 4,
this effect was relatively weak. The effect was primarily due
to the first block of trials, and appears to have dissipated by
the second block. This may seem surprising, given the sub-
stantial literature suggesting that reaction times are a fairly
consistent measure of discriminability~Melara and Mounts,
1994!. However, speech perception is a particularly well-
learned skill, and reaction time differences tend to asymptote
once a particular level of discriminability has been reached
~Stebbins, 1966!. It may be that these subtle forms of talker
variability have only minor effects on perception which may
not even be measurable in many situations.

In addition to suggesting that talker overlap is a not
uncommon situation, experiment 1 also has implications for
theories of talker normalization or adjustment. Given the de-
gree of overlap across some pairs of talkers~such as ACY
and IAF in Fig. 2!, a process of talker normalization is likely
to be needed in order to correctly perceive the intended ut-
terance. This is the case even for talkers whose productions
are individually quite consistent. When a listener hears a
talker’s voice for the first time, he or she will not know that
individual’s ranges of frication production, and needs some
method of discovering what intended phoneme a single to-
ken is most likely to represent. For example, a token with a
centroid value of 5400 Hz could be a typical /s/ from talker
IC, or a typical /b/ from talker KJP. Without familiarization
with the specific talker, some type of normalization process
is likely to be required in order to interpret the speech pro-
duction accurately. This process may involve tracking the
fundamental frequency, the higher formants~such asF4),
higher-order moments, or some form of auditory transforma-
tion. This normalization process is not yet understood, and
further research along this line is also necessary.

However, normalization for the talker is clearly not suf-
ficient to account for all forms of production variability, as
shown by the present experiments. Even after substantial ex-
perience with a talker~hearing over 100 tokens of a particu-
lar phonetic category within a short span of time!, listeners
continue to have difficulty with more variable talkers. This is
particularly well demonstrated by the fact that effects of vari-
ability generally did not disappear by the second block of
trials in the present experiments; the one exception to this is
that of category separability, where the effect of talker no
longer remained significant by the second block of trials~al-
though the cross-block comparison was not significant, mak-
ing interpretation of this result tentative!. Future work inves-
tigating such effects in very well-known voices~such as that
of close family members! may be able to determine whether
these effects of talker variability ever disappear entirely~see
Magnuson, Yamada, and Nusbaum, 1995 for similar work
demonstrating that effects of variability across talkers do not
disappear even with highly familiar voices!.

The types of production variability described here might
have an even greater effect on perception by hearing-
impaired listeners. As these listeners may have access to
fewer supplementary cues~see Zeng and Turner, 1990!,

overlap between acoustic categories may cause more severe
difficulties in speech recognition. Thus, one direction for fu-
ture research would be to examine whether the identification
difference between talkers such as GGG and DDY is greater
for listeners with hearing impairments than it is for normal
listeners.

The present methodology may also provide a manner of
examining the appropriateness of different measurement
strategies. The current study examined spectral moments, but
there are other possible acoustic cues that could be exam-
ined. Presumably, listeners’ performance will be poorer
whenever there is greater variability on an acoustic cue to
which listeners are sensitive. If a cue is not used by listeners,
there should be little decrement caused by inconsistency on
that cue. This may provide a new means of comparing dif-
ferent acoustic measures.

In conclusion, talkers appear to differ in the ease with
which their speech can be understood. Talkers with more
consistent productions~that is, talkers whose speech catego-
ries are both very distinct from one another and highly inter-
nally consistent! appear to be more intelligible to listeners.
Despite this, speakers do not seem to avoid producing speech
with even the most extreme type of variability, category
overlap: Out of 20 talkers, we found at least one talker with
overlap on each of the acoustic measures examined. If this
proportion generalizes to the population as a whole, even this
form of variability within a talker is likely to be one that
listeners must deal with on a regular basis.
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1A study by Datscheweit~1990! suggests thatF2 onset frequencies also are
used in the perception of voiceless fricatives, but that while these influence
goodness ratings, they do not serve to differentiate /s/ and /b/. Zeng and
Turner ~1990! also suggest that these transition cues are secondary.

2We do not mean to imply that this is the only factor that will influence
listeners’ use of a particular cue. Sensitivity to the cue, availability of the
cue, and other such factors will also play a role. However, the variability of
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the cue in normal listening will be one of the factors that will influence its
usefulness.

3A potential problem is that the listeners may have been mimicking the
talker they heard, even though they were explicitly instructed to produce
the items normally. If this were the case, it would serve to reduce the
amount of variability that exists across talkers~as all of the talkers’ speech
would regress towards that of the original speaker!. In addition, as the
participants repeated each exemplar more than once, mimicking should
lead to reduced variability within a speaker as well: those productions
following the same token should be more similar than would be expected
ordinarily. Thus, to the extent that mimicking does take place, our task is an
underestimate of the true variability that occurs both within and across
talkers. It is difficult to determine whether such mimicking might be taking
place; however, variability among the female speakers was actually higher
than among the male speakers, which tends to argue against this notion.

4Since the standard deviations of the two phoneme categories were not
identical, we usedd(a) rather thand8. D (a) equals the difference in the
means of the two categories times the square root of 2, divided by the
square root of the sum of the variances. When the variances are equal, this
reduces to the well-knownd8 ~see Swets and Pickett, 1982, p. 32!.

5The raw values of skewness and centroid are also highly correlated. For /s/
productions,r 50.96,p,0.0001; for /b/ productions,r 50.95,p,0.0001.

6These two talkers are of different genders, which may explain part of their
overlap. However, they are fairly representative of the remainder of the
talkers, and high degrees of overlap could also be found among talkers of
the same gender.

7Ideally, each talker recorded 112 syllables~2 repetitions of each of 4 pro-
ductions of each fricative, in 7 different vowel environments!. However,
due to a computer recording error, two of the /s/ productions of talker GGG
were lost. As this was a very slight proportion of the total number of
stimuli, we assume that it will not affect the perceptual results.

8One of talker LCG’s original /b/ recordings was lost to an equipment error.
9This assumes that prevoicing is a separate cue from VOT, which may be a
matter of some contention. However, for the sake of the present argument,
voiced items have both a minimum VOT~0 ms! and a maximum VOT~the
voiced/voiceless category boundary!, while voiceless items are bounded
only at the low end, leaving them more free to vary. Clearly, there is still a
limit on voiceless items, in that extreme items~beyond those that typically
occur in natural productions! may not consistently be heard as good mem-
bers of the category~Miller and Volaitis, 1989!. However, the lack of an
upper boundary results in a much larger range of acceptible category mem-
bers for the voiceless items than for the voiced items~Miller and Volaitis,
1989; Newman, 1998!.
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Relations between intelligibility of narrow-band speech
and auditory functions, both in the 1-kHz frequency regiona)
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Relations between perception of suprathreshold speech and auditory functions were examined in 24
hearing-impaired listeners and 12 normal-hearing listeners. The speech intelligibility index~SII!
was used to account for audibility. The auditory functions included detection efficiency, temporal
and spectral resolution, temporal and spectral integration, and discrimination of intensity, frequency,
rhythm, and spectro-temporal shape. All auditory functions were measured at 1 kHz. Speech
intelligibility was assessed with the speech-reception threshold~SRT! in quiet and in noise, and with
the speech-receptionbandwidththreshold~SRBT!, previously developed for investigating speech
perception in a limited frequency region around 1 kHz. The results showed that the elevated SRT
in quiet could be explained on the basis of audibility. Audibility could only partly account for the
elevated SRT values in noise and the deviant SRBT values, suggesting that suprathreshold deficits
affected intelligibility in these conditions. SII predictions for the SRBT improved significantly by
including the individually measured upward spread of masking in the SII model. Reduced spectral
resolution, reduced temporal resolution, and reduced frequency discrimination appeared to be
related to speech perception deficits. Loss of peripheral compression appeared to have the smallest
effect on the intelligibility of suprathreshold speech. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1349429#

PACS numbers: 43.71.Ky, 43.66.Sr, 43.66.Dc, 43.66.Fe@DOS#

I. INTRODUCTION

Sensorineural hearing loss often interferes with under-
standing speech in a noisy environment, even when the
speech is presented well above the hearing threshold. There-
fore, reduced speech intelligibility cannot be just a result of
the elevated hearing threshold per se. There also has to be a
deterioration in suprathreshold sound processing. Various re-
searchers studied correlations between speech perception and
specific auditory functions~Tyler et al., 1982; Festen and
Plomp, 1983; Dreschler and Plomp, 1985; Glasberg and
Moore, 1989; van Rooij and Plomp, 1990; Smoorenburg,
1992; Divenyi and Haupt, 1997a, 1997b!. However, finding
the specific deficits that are responsible for reduced intelligi-
bility of suprathreshold speech has proved to be difficult.
The main reason for this may be that correlations between a
listener’s ability to understandwidebandspeech and auditory
functions in alimited frequency region were studied. Fur-
thermore, auditory functions and hearing loss are usually not
independent. Therefore, when examining correlations be-
tween these two factors, it is difficult to determine whether
the underlying cause for reduced intelligibility lies in the
deterioration of a specific auditory function, or whether it is
due to part of the speech spectrum falling below the absolute
threshold.

In the present study, the relation between speech percep-

tion and auditory functions was investigated while avoiding
the above-mentioned difficulties. The auditory functions
were all measured at 1 kHz. Speech intelligibility was mea-
sured for a restricted frequency range with a center fre-
quency of 1 kHz. For this purpose, the speech-reception
bandwidththreshold~SRBT! test has been developed, as de-
scribed in a previous study~Noordhoeket al., 1999!. Thus,
the auditory functions and speech perception refer to the
same frequency region, which may well increase the chance
to find clear correlations. The influence of audibility on
speech intelligibility was evaluated with the speech intelligi-
bility index, or SII ~ANSI, 1997!. After accounting for audi-
bility, correlations between speech perception and auditory
functions were examined. In this way, the effects of suprath-
reshold deficits were separated from the effects of audibility.

Ching et al. ~1997! used a similar approach. They cal-
culated the deviations of measured intelligibility scores for
filtered speech from the intelligibility scores predicted by the
SII model, and found that these deviations were moderately
correlated with the measured spectral and temporal resolu-
tion in the same frequency region, and with the hearing
threshold. Because audibility was accounted for, they con-
cluded that the correlations with the hearing threshold may
be related to suprathreshold deficits that covary with hearing
loss.

In the present study, suprathreshold speech perception
will not only be related to spectral and temporal resolution,
but also to the results of a set of other detection and discrimi-
nation tests. The detection tests assessed spectral and tempo-
ral resolution, and spectral and temporal integration. In the
discrimination tests, just-noticeable differences were mea-

a!Part of the data were presented at the Joint ASA/EAA/DEGA Meeting
‘‘Berlin 99’’ @Collected papers from the joint meeting ‘‘Berlin 99,’’
Deutsche Gesellschaft fu¨r Akustik, Oldenburg#.

b!Current address: TNO TPD, P.O. Box 155, 2600 AD Delft, The Nether-
lands, electronic mail: ingridn@dds.nl
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sured in intensity, frequency, rhythm, and spectro-temporal
shape. Many auditory functions are known to change with
sound pressure level. For example, intensity discrimination
improves with level, whereas spectral resolution deteriorates
with level. So, differences in results for hearing-impaired
and normal-hearing listeners can be caused by level effects.
Such level effects can be the result of differences in either
the absolute level or in the sensation level of the stimuli. The
level dependence of auditory functions was accounted for in
our investigations by measuring the thresholds of the
normal-hearing listeners at three presentation levels.

Speech intelligibility was assessed for narrow-band
speech with the novel SRBT. For broadband speech, various
speech-reception thresholds~SRTs! were determined,
namely the SRT in quiet, the SRT in noise, and the spectrally
adapted SRT in noise~in which stimuli are adjusted to fit in
the individual’s dynamic range!. In a previous study~Noord-
hoek et al., 2000! the same intelligibility tests were mea-
sured using 34 hearing-impaired listeners. For most listeners,
elevated SRT values in quiet and in noise could be explained
on the basis of audibility. However, for the spectrally
adapted SRT in noise, and especially for the SRBT, the data
of most listeners could not be explained from audibility, sug-
gesting that effects of suprathreshold deficits influenced in-
telligibility in these conditions. In the present study, an at-
tempt is made to determine which specific suprathreshold
deficits reduce intelligibility for hearing-impaired listeners.

II. METHOD

A. Stimuli

The speech material consisted of eight lists of 13 mean-
ingful Dutch sentences, uttered by a female speaker~Plomp
and Mimpen, 1979!. For masking, a Gaussian noise that was
spectrally shaped according to the long-term average spec-
trum of the sentences was used. Both the speech and the
noise signals were digitized at a sampling frequency of
15 625 Hz. Noise bands of13 octave were used for determi-
nation of the absolute thresholds and the levels of uncom-
fortable loudness.

In the measurements of the auditory functions, three
types of signals were used: a tone, a click, and a Gaussian-
windowed tone pulse. The tone was a sinusoid with a fre-
quency of 1 kHz, which was gated with a 20-ms cosine
squared ramp, and had a half-amplitude duration of 100 ms.
The click was a filtered step-function of two octaves wide
~500–2000 Hz!. The Gaussian-windowed tone pulse was de-
fined by

s~ t !5AAa f 0 sinS 2p f 0t1
p

4 Dexp~2p~a f 0t !2!. ~1!

The carrier frequencyf 0 of the Gaussian pulse was 1 kHz
and the shape factora was 0.25. This shape factor was cho-
sen because it defines a signal with the spectral width of a
critical band ~equivalent rectangular bandwidth:1

4 octave!
combined with a short duration~equivalent rectangular dura-
tion: 2.8 ms!. For low-level stimuli with this particular
spectro-temporal shape, listeners are not able to combine
stimulus information across multiple frequency channels or

across ‘‘multiple looks’’ in time~van Schijndelet al., 1999!.
The energy of the Gaussian pulse only depends on the am-
plitude factorA. In its generation, the Gaussian pulse was cut
off at 60 dB below the top. For masking, a noise with
Gaussian-amplitude distribution was used with a bandwidth
of four octaves~250–4000 Hz!. The noise masker was gated
with a 20-ms cosine-squared ramp, and had a half-amplitude
duration of 400 ms.

B. Apparatus

Stimuli were generated with a personal computer using
TDT ~Tucker-Davis Technologies! System II add-on hard-
ware. In the intelligibility tests, stimuli were upsampled by a
factor of 2 and delivered at a 31 250-Hz sampling frequency.
In the auditory-function tests, stimuli were delivered at a
sampling frequency of 40 kHz. Stimuli were converted to
analog using a 16-bit D/A converter~TDT DD1! and they
were low-pass filtered at 16 kHz~TDT FT5!. Signals and
noise were attenuated separately~TDT PA4!, and subse-
quently summed~TDT SM3!. For frequency shaping in the
intelligibility tests and in the determination of the broadband
uncomfortable loudness level~see Sec. II D!, the total signal
was passed through a programmable filter~TDT PF1!. Lis-
teners were seated in a soundproof room. Stimuli were pre-
sented monaurally through headphones~Sony MDR-
CD999!. Sound-pressure levels of the stimuli were measured
with the headphone placed on a Bru¨el & Kjær type 4152
artificial ear with a flat-plate adapter.

C. Listeners

Twenty-four sensorineurally hearing-impaired persons
were selected from the files of the University Hospital VU
and served as subjects. Information about individual listeners
is given in Table I. Their ages ranged from 39 to 67 years.
Their native language was Dutch. Only listeners who could
reach an intelligibility score for monosyllabic words in quiet
of at least 75% were selected. They were tested at their better
ear. Pure-tone air-conduction thresholds in the ear under test,
averaged over 500, 1000, and 2000 Hz, ranged from 5 to 62
dB HL. The thresholds were at least 20 dB HL at one or
more octave frequencies between 500 and 2000 Hz and at
least 40 dB HL at one or more octave frequencies between
250 and 4000 Hz. Twelve normal-hearing listeners, ranging
in ages from 19 to 63 years, participated in the experiment as
a control group. The pure-tone air-conduction thresholds did
not exceed 15 dB HL at octave frequencies from 250 to 4000
Hz for their tested ears.

D. Procedure

The hearing-impaired listeners were tested in two ses-
sions of 4 h on twoseparate days. Session 1 consisted of six
test blocks~blocks 1–6 described in the following! and ses-
sion 2 of five test blocks~blocks 2–6 in retest! of about 20
min. The blocks were presented in a fixed order to avoid
possible differences among listeners due to sequence effects.
After each test block, the listeners had a break of the same
duration. In the first test block, the listeners’ thresholds and
uncomfortable loudness levels~UCLs! were determined. The
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measurements of the auditory functions were divided over
four blocks ~blocks 2, 3, 5, and 6!. Speech reception was
measured in the fourth block. The reason for presenting this
speech-reception block in between the more-demanding
auditory-function blocks was to give the listeners some
variation in their task.

The normal-hearing listeners performed the same tests
as the hearing-impaired listeners~sessions 1 and 2! and an
extra third session. This extra session was included to inves-
tigate the level dependence of the auditory functions mea-
sured in sessions 1 and 2. Auditory functions were measured
at three presentation levels: 15 dB below, at the same level
as, and 15 dB above the levels used in sessions 1 and 2
~determined in block 2!. Session 3 consisted of nine test
blocks ~three blocks, each tested at three levels! of 15 min
each, with breaks of 15 min in between. The first block in
session 3 contained tests 2c through 3c; the second block
tests 5a through 5c, and the third block tests 6a through 6d.
The presentation order of the levels was counterbalanced
over the listeners according to a 333 Latin square. Each
sequence of levels was presented to four normal-hearing lis-
teners.

1. Threshold and UCL (block 1)

Hearing thresholds and uncomfortable loudness levels
~UCLs! were measured with13-octave bands of noise at five
center frequencies: 250, 500, 1000, 2000, and 4000 Hz. Lev-
els for intermediate1

3-octave bands were calculated by inter-

polation. For the determination of the hearing threshold, a
fixed-frequency Be´késy procedure was used with a step size
of 1 dB. After 11 reversals, the threshold measurement was
finished. The threshold was defined as the average of all but
the first reversal.

The UCL was determined in two steps. First, the UCL of
the five 1

3-octave bands of noise were measured individually.
Next, the UCL was measured with a 4-s broadband noise
burst, spectrally shaped according to the narrow-band UCLs.
In the determination of the13-octave band UCLs, the listeners
were presented with noise bursts that increased in level. They
had to press a button when the noise burst was experienced
as uncomfortably loud. After the button was pressed, the
noise level was reduced by a random amount between 21 and
31 dB. The measurement was finished after six responses.
The UCL of each band was computed by averaging across
the levels at which the button was pushed. For details of the
threshold and UCL measurement procedure, see Noordhoek
et al. ~2000!.

2. Speech intelligibility (block 4)

In this block, four intelligibility thresholds were mea-
sured: the speech-reception threshold in quiet~SRTq!, the
SRT in noise~SRTn!, the SRT in noise with the speech and
noise signals adapted to the midline of the dynamic range of
individual listeners~SRTa!, and the speech-receptionband-
width threshold~SRBT!. In session 1 the order of the tests
was SRTq, SRTn, SRTa, and SRBT. In session 2 the order

TABLE I. Hearing threshold and uncomfortable loudness level for 1/3-octave bands of noise, together with age,
and broadband UCL attenuation~i.e., the attenuation needed to arrive at the broadband UCL with the broadband
noise burst spectrally shaped according to the narrowband UCL, see Sec. II D! for the individual hearing-
impaired listeners. Mean data for the normal-hearing listeners are given at the bottom.

Listener
Age
~yr!

Hearing threshold~dB SPL! UCL ~dB SPL!

Attenuation
~dB!

0.25
kHz

0.5
kHz

1
kHz 2 kHz 4 kHz

0.25
kHz

0.5
kHz 1 kHz 2 kHz 4 kHz

a 65 64.8 57.9 48.2 54.8 55.1 109.5 105.7 96.2 98.5 96.8 30
b 67 45.0 34.7 33.9 41.4 56.1.120 .120 177.7 116.3.120 40
c 62 31.0 22.8 38.6 72.8 .80 .120 112.0 106.8 103.5 104.2 20
d 65 32.3 31.8 44.8 52.8 73.4 114.0 106.3 101.0 107.5 112.8 30
e 58 76.0 70.2 57.4 65.6 74.5 109.5 100.5 84.7 90.5 88.5 35
f 63 59.9 51.8 48.4 50.7 49.1.120 113.3 112.8 115.0 117.0 30
g 53 53.5 56.0 52.1 63.8 72.1 105.7 94.3 102.3 99.0 92.0 30
h 57 45.9 58.6 59.5 57.7 48.4 78.2 82.0 89.5 82.0 75.5 40
i 52 48.5 58.7 56.5 58.7 54.9.120 .120 119.0 117.0.120 20
j 62 25.9 22.8 30.9 39.1 64.0.120 .120 116.7 116.8 108.7 15
k 58 60.6 56.7 52.4 61.8 39.5 108.7 104.8 99.3 107.2 98.8 35
l 39 27.4 28.7 29.6 66.3 50.0.120 118.2 113.0 109.2 100.0 20
m 54 47.7 50.8 62.9 66.6 69.3.120 .120 114.2 117.7 109.7 35
n 39 42.9 38.3 49.0 45.3 24.8 97.7 95.3 91.7 93.5 85.3 20
o 60 45.8 36.7 31.9 33.1 59.7 96.0 90.2 88.0 84.8 87.8 30
p 67 31.2 20.0 8.8 25.2 49.4.120 119.8 106.0 107.7 114.2 40
q 45 27.7 20.4 12.5 31.3 47.8.120 114.2 100.3 101.0 105.5 20
r 65 33.0 23.3 20.9 71.7 71.7.120 .120 .120 .120 .120 20
s 64 60.3 49.3 47.2 74.9 .80 93.3 96.7 93.0 96.3 115.7 35
t 65 65.3 65.4 52.1 61.8 49.4.120 104.5 93.8 98.5 80.2 30
u 67 79.9 73.7 64.0 66.8 67.5 119.0 111.7 113.3 113.3 113.3 30
v 64 60.8 54.9 60.8 58.1 64.9.120 113.3.120 .120 113.3 25
w 41 51.6 38.3 45.8 50.3 46.5 101.5 91.3 85.3 87.8 85.2 30
x 64 38.5 38.7 43.6 75.5 .80 119.0 108.5 101.8 111.3 113.3 30

Mean normal 27 27.8 18.6 8.1 7.6 6.3 118.9 115.3 111.7 108.9 105.0 22
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was SRBT, SRTa, SRTq, and SRTn, i.e., the order was re-
versed, except for SRTq and SRTn. Their order was fixed,
because the level of the noise in the SRTn test was taken 20
dB above the measured SRTq for each listener. In the SRBT
procedure, the bandwidth of the speech signal was varied.
Complementary shaped bandstop noise was added to the
speech stimuli. Both the speech and noise stimuli were
shaped to resemble the midline of the dynamic range of the
individual listener, i.e., a line halfway between hearing
threshold and broadband UCL~measured in block 1!. A pro-
cedure comparable to the SRT test was followed, with the
important difference that the bandwidth~center frequency: 1
kHz!, instead of the sound-pressure level, of the speech sig-
nal is varied adaptively. For details of the intelligibility tests
see Noordhoeket al. ~2000!.

Before the speech-intelligibility measurements, two lists
of 13 sentences were used to familiarize the listeners with the
procedure. With these lists, a SRTq test and a SRTn test
were performed.

3. Auditory functions (blocks 2, 3, 5, and 6)

a. General. The four test blocks are schematically pre-
sented in Fig. 1. Blocks 2, 3, and 5 each contain three detec-
tion tests. Block 6 contains four discrimination tests. Thresh-
olds were determined using an adaptive two-interval forced-
choice procedure~Levitt, 1971! with visual feedback. Each
trial consisted of two intervals of 400 ms, each indicated by

a light, with 400 ms of silence in between. A two-down
one-up procedure was applied that estimates the 70.7% cor-
rect point on the psychometric function. The threshold mea-
surements were finished after 16 reversals. The threshold
was defined as the mean~for block 2, and tests 3a and 5a! or
the geometric mean~for the other tests! of the last 12 rever-
sals. A practice run with four reversals was presented before
each measurement, except in session 3.

In test 2b of session 1, the energyE of the signals~tone,
click, and Gaussian pulse! to be used in all subsequent tests
was determined.E was chosen as the threshold energy of the
Gaussian pulse in a pink noise with a bandwidth of four
octaves~250–4000 Hz!. The level of the pink noise was
chosen so that the13-octave band centered at 1 kHz was pre-
sented halfway between the hearing threshold and the un-
comfortable loudness level of each individual listener. Con-
sequently, the level of the pink masking noise in the
subsequent detection tests was varied around the middle of
the dynamic range for each listener.

b. Signal-detection efficiency (block 2).The efficiency
of the detection process in a listener is represented by the
ratio of signal power to noise power at the output of the
auditory filter required for detection~Pattersonet al., 1982!.
To determine the signal-detection efficiency without con-
founding it with the width of the auditory filter, temporal
integration, or spectral integration, we have chosen a Gauss-
ian pulse, which is localized in both time and frequency, as
the signal in the detection-efficiency experiment.

First, the threshold for a Gaussian-windowed tone pulse
was measured in quiet~2a!. This test was included to be able
to calculate the sensation level of the signals in the subse-
quent discrimination tests. Next, the threshold for a Gaussian
pulse was measured in pink noise~2b!. This test was in-
cluded to determine the probe-signal energyE to be used in
all subsequent tests. The threshold was defined as the energy
level ~in dB! at the detection threshold.@The energy level is
the acoustic power times duration of the signal in decibels,
defined as 10 log(E/E0). The reference valueE0 is 10212W s,
which makes the numerical value of the energy level for a
plane wave through a unit surface~1 m2! during 1 s equal to
the numerical value of the sound-pressure level.# In these
tests~2a and 2b!, the level of the Gaussian pulse was varied
in the adaptive procedure. Finally, the threshold for a Gauss-
ian pulse in pink noise was determined again~2c!, but now
the noise level was varied in the adaptive procedure. In tests
2b and 2c, the Gaussian pulse was temporally centered in the
masker. The threshold in test 2c was defined as the energy of
the Gaussian pulse at detection threshold, normalized by the
spectral density of the pink noise at 1 kHz, i.e.,E/N0 ~in
dB!.

c. Spectral resolution (block 3).To determine the spec-
tral resolution without confounding it with signal-detection
efficiency~Pattersonet al., 1982!, upward spread of masking
~USOM! and downward spread of masking~DSOM! were
determined in two steps. In the first step the threshold for the
tone in pink noise~3a! was determined. The noise level was
varied in the adaptive procedure. The threshold was defined
as the energy of the tone at the detection threshold, normal-
ized by the spectral density of the noise at 1 kHz. In the

FIG. 1. Schematic representation of spectrum~second column! and temporal
structure~third column! of the stimuli in the auditory-function tests as given
in the first column. The parameter varied in the adaptive procedure is indi-
cated with an arrow, or with a dashed line. The step size is given in the last
column.
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second step, two measurements were performed, one to mea-
sure USOM ~3b!, the other to measure DSOM~3c!. The
USOM masker was constructed from the noise at the thresh-
old level of the first step of this block. The low-frequency
part of the noise was amplified 10 dB, and the high-
frequency part was attenuated 10 dB~see Fig. 1, 3b!. To
make the DSOM masker the high-frequency part of the noise
was amplified 10 dB, and the low-frequency part was attenu-
ated 10 dB~see Fig. 1, 3c!. In these tests, the attenuated parts
of the noise are included to limit off-frequency listening. The
frequency differenceD f ~in Hz! between the tone and the
masker cutoff was varied in the adaptive procedure. The
threshold was defined as the frequency difference at the de-
tection threshold. The USOM masker and DSOM masker
may generate a tonal sensation, because of the steep spectral
slope between the low- and high-frequency part of the noise.
Therefore, the tone was presented at the end of the masker to
ease detection. The onset of the tone occurred 280 ms after
the onset of the masker; the offset of the tone occurred 20 ms
before the offset of the masker. Both the tone and the masker
were gated with a 20-ms cosine-squared ramp.

d. Temporal resolution (block 5).To determine the
temporal resolution without confounding it with signal-
detection efficiency, forward and backward masking were
determined in two steps. First, the threshold for the click in
pink noise~5a! was measured. The noise level was varied in
the adaptive procedure. The threshold was defined as the
energy of the click at the detection threshold, normalized by
the spectral density of the noise. In the second step, forward
masking~5b!, and backward masking~5c! were measured.
The forward masker was constructed from the noise at
threshold level in step 5a, by amplifying the first part of the
noise by 10 dB, and by attenuating the last part by 10 dB
~see Fig. 1, 5b!. For the backward masker, the last part of the
noise was amplified 10 dB, and the first part was attenuated
10 dB ~see Fig. 1, 5c!. The intervalDt ~in ms! between the
click and transition in the masker was varied in the adaptive
procedure. The threshold was defined as the interval at the
detection threshold. The attenuated part of the noise limits
‘‘off-time listening’’ ~Moore et al., 1988!.

e. Discrimination (block 6). In each measurement trial,
the two intervals contained four Gaussian-windowed tone
pulses repeated every 100 ms~see Fig. 1!. In one randomly
chosen interval, all four pulses were identical~reference
pulses!. In the other interval, the first three pulses were equal
to the corresponding reference pulses and the fourth pulse
deviated. The size of the difference in the fourth, odd, pulse
~in intensity, frequency, latency, or shape! was varied in the
adaptive procedure.

In test 6a, intensity discrimination was measured. The
amplitude factorA in Eq. ~1! was increased fromA0 to A0

1DA, and DA was varied in the adaptive procedure. The
threshold was defined as the just-noticeable difference in en-
ergy ~in dB!, i.e., 20 log((A01DA)/A0). In test 6b, frequency
discrimination was measured. The carrier frequency of the
odd pulse was 1000 Hz1D f 0 . The frequency differenceD f 0

~in Hz! was varied in the adaptive procedure. The threshold
was defined as the just-noticeable difference in frequency
between the odd and the reference pulse~in percent!. In test

6c, rhythm discrimination was measured. The latency be-
tween the third reference pulse and the odd pulse was 100
ms1DT, and the delayDT was varied in the adaptive pro-
cedure. The threshold was defined as the just-noticeable in-
crease in delay~in ms!. In test 6d, shape discrimination was
measured. The shape factor of the odd pulse wasa01Da
~i.e., the duration of the fourth pulse was shorter and its
bandwidth was wider!. The shape-factor differenceDa was
varied in the adaptive procedure. The threshold was defined
as the just-noticeable difference in shape factor between the
odd and the reference pulse~in percent!.

f. Integration. The temporal and spectral integration of
each listener was calculated by combining the masked
thresholds for the Gaussian pulse~test 2c!, the tone~test 3a!,
and the click~test 5a!. We defined the temporal integration
as the masked threshold for the 100-ms tone subtracted from
the masked threshold of the 2.8-ms Gaussian pulse. Spectral
integration was defined as the masked threshold for the click
~two octaves wide! subtracted from the masked threshold for
the Gaussian pulse~1/4 octave wide!. With these definitions,
maximally efficient integration corresponds to 0 dB and less
efficient integration corresponds to negative numbers. The
click presented in pink noise approximately fulfills the con-
dition of equal detectability across the frequency range cov-
ered by the signal, necessary for accurately measuring spec-
tral integration~van den Brink, 1990a!.

E. SII calculations

The SII values corresponding to each SRT and SRBT
measurement were calculated following the ANSI1

3-octave
band procedure~ANSI, 1997!. The SII replaces the older
articulation index~ANSI, 1969!. The band-importance func-
tion for speech material of average redundancy~Pavlovic,
1987! was used. For frequencies below 500 Hz, shallower
slopes were used in the calculation of upward spread of
masking, because previous calculations showed that, in a
SRBT measurement, the standard SII model underestimates
the upward spread of masking produced by the low-
frequency noise~Noordhoeket al., 1999!.

For the SII procedure, the levels of speech and noise
were transformed to equivalent free-field levels using the
‘‘artificial-ear-to-free-field transfer function’’ as derived in
Noordhoeket al. ~1999!. The spectrum level of the internal
noise was calculated as the observed1

3-octave band-noise
threshold~transformed to free-field level! minus the critical
ratio in dB ~Pavlovic, 1987!.

III. RESULTS AND DISCUSSION

A. Results of sessions 1 and 2

Table II presents the average results of sessions 1 and 2
for the normal-hearing listeners and the hearing-impaired lis-
teners. Data analysis was performed on the logarithm of the
individual thresholds for eight tests: upward and downward
spread of masking, forward and backward masking, and the
four discrimination tests.@Data analysis was performed on
the logarithms of the intensity discrimination data, because
the variability is approximately independent of the logarithm
of the JND in dB~Florentine, 1983!#. The average threshold
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on test 2b has been calculated from just the thresholds mea-
sured in session 1, because these thresholds determined the
signal energyE to be used in all subsequent tests. The num-
bers of hearing-impaired listeners over which the averages
have been calculated are given in Table II, because some
hearing-impaired listeners could not perform one or two
tests. Additionally, the thresholds of one hearing-impaired
listener on the three tests of block 3~and therefore also on
temporal integration! were left out of the data analysis, be-
cause they were considered to be severe outliers.@Severe
outliers were defined as values that are more than three quar-
tile ranges~the difference of upper and lower quartile! above
the upper, or below the lower quartile.# The upper limit of
the one-tailed 95%-confidence interval of the thresholds of
the normal-hearing listeners was chosen as the boundary be-
tween a normal and a deviant threshold~for temporal and
spectral integration: lower limit!. The standard error of indi-
vidual threshold values represents a reliability measure of the
test. This ‘‘individual standard error,’’ given in Table II, is
the square root of the variance of test and retest values av-
eraged over the listeners, divided by the square root of 2~the
number of observations per listener!:

Individual SE5

A(
i 51

n
~ testi2retesti !

2

2n

&
, ~2!

wheren is the total number of listeners.
Table II shows that on average the thresholds of the

hearing-impaired listeners on all four speech intelligibility
tests were significantly worse than the thresholds of the
normal-hearing listeners. Five listeners with an elevated
SRTn, had a normal SRTa. Thus, these five listeners had a
normal SRT in noise when the stimuli were shaped to fit in
their dynamic range. However, for 17 hearing-impaired lis-
teners, adapting the spectrum did not result in a normal SRT
in noise.

The average detection threshold for a Gaussian pulse in
noise expressed asE/N0 ~test 2c! was significantlybetterfor
the hearing-impaired than for the normal-hearing listeners.
This contrasts with the average detection threshold for a tone
in noise which is significantly worse for the hearing-
impaired than for the normal-hearing listeners. The average
detection threshold for a click in noise is not significantly
different for both groups of listeners.

The hearing-impaired listeners showed on average more
upward spread of masking than the normal-hearing listeners,
but the average downward spread of masking of hearing-
impaired and normal-hearing listeners did not differ signifi-
cantly. Furthermore, the hearing-impaired listeners showed
on average more forward masking than the normal-hearing
listeners, but the average backward masking of both groups
of listeners did not differ significantly. Frequency discrimi-

TABLE II. Average results of sessions 1 and 2 for normal-hearing listeners~NH! and hearing-impaired listeners
~HI!. Thresholds for the group of hearing-impaired listeners that differ significantly~t test for unequal variances,
p,0.05! from corresponding normal-hearing thresholds are indicated with an asterisk. ‘‘Number HI’’ indicates
the number of hearing-impaired listeners over which the average has been calculated. ‘‘HI deviant’’ indicates
the number of hearing-impaired listeners with a deviant threshold. ColumnssNH andsHI present the standard
deviation among listeners. In the last column the average individual standard error is shown. When the data
analysis was performed on the logarithms of the individual thresholds, the values given in columns ‘‘NH’’ and
‘‘HI’’ represent geometric means, and the data given in parentheses in columnssNH , sHI and ‘‘Individual SE’’
represent the error factor: the range of plus or minus one standard deviation~or standard error! is from the
geometric mean divided by the error factor to the geometric mean multiplied by the error factor.

Test Dimension NH HI
Number

HI
HI

deviant sNH sHI

Individual
SE

Speech reception (block 4)
SRTq dBA 22.7 56.0* 24 22 4.2 15.7 2.7
SRTn dB S/N 24.8 0.6* 23 23 0.9 2.5 0.8
SRTa dB S/N 25.0 22.0* 23 17 0.7 2.3 1.0
SRBT Octaves 1.35 2.07* 23 19 0.14 0.52 0.15

Auditory functions
2a. Gaussian pulse in quiet dB 23.4 31.8* 24 23 3.2 13.5 3.9
2b. Gaussian pulse in noise~E! dB 42.0 53.3* 24 11 6.7 8.8 2.3
2c. Gaussian pulse in noise

(E/N0)
dB 16.7 13.6* 24 3 2.7 4.2 1.7

3a. Tone in noise (E/N0) dB 9.3 14.2* 23 21 1.1 2.8 1.6
3b. Upward spread of masking Hz 142 213* 23 9 ~1.50! ~1.87! ~1.24!
3c. Downward spread of

masking
Hz 65 63 23 4 ~1.36! ~2.01! ~1.65!

5a. Click in noise (E/N0) dB 15.1 15.2 24 3 2.6 2.7 1.3
5b. Forward masking ms 10.5 24.8* 23 7 ~1.71! ~1.98! ~1.29!
5c. Backward masking ms 13.5 19.7 20 5 ~1.54! ~1.91! ~1.16!
Temporal integration dB 7.4 20.8* 23 20 2.2 5.0 1.9
Spectral integration dB 1.7 21.6* 24 13 1.6 3.9 1.8
6a. Intensity discrimination dB 3.9 2.8 24 1 ~1.43! ~1.74! ~1.26!
6b. Frequency discrimination % 3.1 6.2* 23 10 ~1.56! ~2.20! ~1.25!
6c. Rhythm discrimination ms 25 26 24 1 ~1.58! ~1.62! ~1.27!
6d. Shape discrimination % 27 40 22 8 ~1.63! ~1.81! ~1.47!
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nation is the only discrimination test on which the hearing-
impaired listeners had on average a significantly higher
threshold than the normal-hearing listeners: The just notice-
able difference~JND! in frequency was on average 3.1% for
the normal-hearing listeners, while the JND of the hearing-
impaired listeners was on average 6.2%. Also noticeable is
that the hearing-impaired listeners on average showed better
intensity discrimination~JND of 2.8 dB! than the normal-
hearing listeners~JND of 3.9 dB!, although the difference
was not significant.

B. Level effects „session 3 …

Table III presents the thresholds of the normal-hearing
listeners on the auditory-function tests at three presentation
levels. For each test, the presence of a level effect was in-
vestigated with three Bonferroni-correctedt tests for
matched samples~p,0.05 for each set of three comparisons;
Keren and Lewis, 1993!. To compare the detection efficien-
cies for the different stimuli, the average masked thresholds
for the tone, the click, and the Gaussian pulse are also pre-
sented in Fig. 2.

The signal energyE in sessions 1 and 2 differed over
listeners~determined by the result of test 2b, with the noise
level set at the midline of the individually measured dynamic
range!. For the normal-hearing listeners, the energy levelE
ranged from 32 to 52 dB, with an average of 42 dB. For the
hearing-impaired listeners,E ranged from 36 to 72 dB, with
an average of 52 dB. The range of the hearing-impaired lis-
teners approximately overlaps the combined range ofE and
E115 for the normal-hearing listeners in session 3. The av-
erage signal energy at which the hearing-impaired listeners
performed the tests was 10 dB higher than the average level
at which the hearing-impaired listeners performed the tests.
As can be seen in Table III, no significant differences were
found between the thresholds atE and at E115 for the
normal-hearing listeners. Therefore, it seems unlikely that
significant differences in test results between the hearing-
impaired and normal-hearing listeners are only a conse-
quence of the different absolute levels at which the tests were
performed. However, the increased USOM of the hearing-
impaired listeners may partly be explained by the higher ab-
solute level at which they performed the test, because the
average USOM threshold of the hearing-impaired listeners
tested atE ~i.e., at 52 dB on average! is not significantly
different from that of the normal-hearing listeners tested at
E115 ~i.e., at 57 dB on average!. Furthermore, the higher
absolute level may provide an explanation for the~insignifi-
cantly! better JND in intensity of the hearing-impaired lis-
teners.

Many auditory functions are known to decline at low
sensation levels. In the discrimination experiments, sensation
levels of the signals were different for each listener. This
may cause differences in performance between normal and
impaired listeners. As Table III indicates, intensity discrimi-
nation was the only discrimination ability that was worse at
E215 than at higher sensation levels for the normal-hearing
listeners. However, on average intensity discrimination was
better for the hearing-impaired than for the normal-hearing
listener. Therefore, it appears that the lower sensation levels
per se do not provide an explanation for the observed differ-
ences between the hearing-impaired and normal-hearing lis-
teners.

Table III shows that the detection threshold for the
Gaussian pulse in noise is level dependent. The difference
between the performance of the hearing-impaired and the
normal-hearing listeners appears not significant at each of
the three levels measured in session 3. Thus, while the
threshold for the Gaussian pulse in noise of the impaired
listeners was significantly better than that of the normal lis-
teners at the signal levelE in sessions 1 and 2, it was not
significantly better than the threshold of the normal listeners
measured at the same level in session 3. The reason is that
the average threshold of the normal-hearing listeners at sig-
nal levelE in session 3 is 1.3 dB below their average thresh-
old in sessions 1 and 2. This may be caused by a learning
effect. Therefore, instead of comparing thresholds measured
in different sessions, the differences among the detection
thresholds of the normal-hearing listeners at the three levels
in the same session will be considered. The average thresh-
old for the Gaussian pulse in noise was 4 dB better atE

FIG. 2. Mean masked threshold for click, Gaussian pulse, and tone for 12
normal-hearing listeners at three levels 15 dB apart. Thresholds are ex-
pressed as the signal energy relative to the spectral density of the pink noise
at 1 kHz. Vertical bars represent the standard error of the mean.

TABLE III. Results on the auditory-function tests measured in session 3 for
12 normal-hearing listeners. Each test was performed at three levels relative
to the levelE in sessions 1 and 2:E215 dB, E, and E115 dB. Pairs of
thresholds that differ significantly (p,0.05) are indicated with asterisks or
daggers.

Test Dimension E215 E E115

2c. Gaussian pulse in noise (E/N0) dB 11.4* 15.4* 14.3
3a. Tone in noise (E/N0) dB 7.7 7.7 9.7
3b. Upward spread of masking Hz 92*† 152* 172†

3c. Downward spread of masking Hz 57 70 50
5a. Click in noise (E/N0) dB 14.3 14.5 15.8
5b. Forward masking ms 11.3 8.2 11.3
5c. Backward masking ms 10.0 8.9 13.4
Temporal integration dB 3.8* 7.7* 4.6
Spectral integration dB 22.8* 0.9* 21.5
6a. Intensity discrimination dB 5.5*† 3.2* 2.3†

6b. Frequency discrimination % 2.4 2.4 2.9
6c. Rhythm discrimination ms 21 21 18
6d. Shape discrimination % 29 22 20
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215 than atE and 1 dB better atE115 than atE ~see Table
III !. Thus, the fact that the detection threshold for the Gauss-
ian pulse in noise was 3 dB lower for the hearing-impaired
listeners than for the normal-hearing listeners~see Table II!
may be a result of the position in the dynamic range at which
the detection test was presented.

C. Comparisons with the literature

1. Signal-detection efficiency

For the normal-hearing listeners, the detection threshold
for the Gaussian pulse in noise is significantly higher at the
intermediate level than at the lowest level~see Table III and
Fig. 2!. For the click and the tone, the thresholds did not
significantly change with level. This is in agreement with
results of Festen and Dreschler~1988!, who found that the
threshold for brief Gaussian-windowed tone pulses is higher
at intermediate levels, and that this effect disappears both for
clicklike signals~duration shorter than 0.5 ms! and for sig-
nals longer than 5 ms. Van den Brink and Houtgast~1990a!
did not observe a level effect in the detection of short tones,
but a level dependence of masked thresholds was also re-
ported by Carlyon and Moore~1986!, von Klitzing and
Kohlrausch~1994!, and Oxenhamet al. ~1997!. In the last
two studies, an explanation is provided in terms of the level-
dependent compressive nature of the input–output function
of the basilar membrane.

At the intermediate level in our experiment, the average
energy level of the Gaussian pulse was 42 dB. This corre-
sponds to a peak amplitude of 67-dB SPL. At this sound-
pressure level, the basilar membrane transfer characteristic is
strongly compressive. Thus, the peak amplitude of the
Gaussian pulse is compressed more than the noise ampli-
tudes. As a result, at the intermediate levelE the normalized
energy of the Gaussian pulse needed for detection~i.e.,
E/N0! is higher than at the levelsE215 andE115.

The average masked detection threshold for the Gauss-
ian pulse was significantlybetter for the hearing-impaired
than for the normal-hearing listeners. This finding is consis-
tent with the idea that cochlear impairment can lead to a loss
of compression. Thus, because the masked threshold of the
Gaussian pulse appears to be closely related to peripheral
compression~more compression leading to higher masked
thresholds!, it constitutes a poor measure for signal-detection
efficiency. Therefore, from now on we will consider the
masked threshold for the Gaussian pulse a measure for the
amount of peripheral compression.

2. Integration

Van den Brink and Houtgast~1990b! investigated tem-
poral and spectral integration in masked signal detection.
They found that listeners can efficiently integrate the energy
of narrow-band signals~, 1

3 octave! over time, and the en-
ergy of short-duration signals~,30 ms! over frequency. This
means that the total energy of those signals determines the
masked detection threshold.

The normal-hearing listeners in our study showed even
lower masked thresholds for the tone than for the Gaussian
pulse, especially at the intermediate level. Thus, for the

normal-hearing listeners, temporal integration~defined as the
masked threshold for the tone subtracted from the masked
threshold for the Gaussian pulse! is greater than maximally
efficient. As mentioned previously, the higher masked
threshold for the Gaussian pulse at the intermediate level is
probably a consequence of peripheral compression. The fact
that the tone was presented at the end of the masker, while
the Gaussian pulse was temporally centered in the masker,
may also have caused a difference in detectability. The
hearing-impaired listeners showed on average less temporal
integration~as defined in this study! than the normal-hearing
listeners, probably as a result from loss of peripheral com-
pression, in agreement with data from Oxenhamet al.
~1997!.

On average the hearing-impaired listeners showed less
spectral integration than the normal-hearing listeners, but for
both groups of listeners the spectral integration is close to 0
dB. This means that both groups of listeners can integrate the
energy of the click across frequency, in agreement with the
efficient spectral integration for short-duration signals re-
ported by van den Brink and Houtgast~1990b!. The differ-
ence in spectral integration between both groups of listeners
is caused by their different masked thresholds for the Gauss-
ian pulse; their masked thresholds for the click did not differ
significantly.

3. Spectral resolution

In Tables II and III, the upward spread of masking
~USOM! and downward spread of masking~DSOM! are ex-
pressed as the frequency difference~in Hz! at the detection
threshold between the cutoff frequency of the masker and the
frequency of the tone. The spread of masking~in Hz! can be
converted to a slope~in dB/octave!:

Slope ~in dB/octave!5
10 log~2!

log~10006SOM!2 log~1000!
, ~3!

where SOM is the amount of USOM or DSOM~in Hz!.
USOM is subtracted from 1000, and DSOM is added to
1000. For the normal-hearing listeners, the average USOM
was 152 Hz at the intermediate level~Table III!, correspond-
ing to a slope of242 dB/octave. The steepness of the slope
increases with decreasing level. The slope of DSOM is about
100 dB/octave, independent of the level. These findings
agree with the masking curves measured by Zwicker~1963!.

Of the 23 hearing-impaired listeners, 11 listeners dem-
onstrated increased spread of masking: either increased
USOM ~7 listeners!, increased DSOM~2 listeners!, or both
~2 listeners!. As already mentioned in Sec. III B, the in-
creased USOM of the hearing-impaired listeners may partly
be explained by the higher absolute level at which they per-
formed the test. For hearing-impaired listeners, increased
USOM has often been reported, and increased DSOM has
occasionally been reported in the literature~for a review, see
Tyler, 1986!.

4. Temporal resolution

In the present study, forward masking and backward
masking were measured for masker levels just 10 dB above
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the threshold level for simultaneous masking of the same
probe signal. This resulted in intervals between the click and
the transition in the masker of about 10 ms at the detection
threshold for normal-hearing listeners. For these conditions,
the thresholds for forward and backward masking did not
depend significantly on the presentation level. This result
differs from literature data for larger delays between masker
and probe signal for which forward and backward masking
decreases as a function of masker level. This level depen-
dence of nonsimultaneous masking becomes more pro-
nounced with increasing masker-signal interval~Penner,
1974; Weber and Green, 1979; Oxenham and Moore, 1995!.
Therefore, the small intervals at threshold in the present
study are probably the reason that no level effect was found
in nonsimultaneous masking. Another factor that may have
reduced a possible level effect is that the 20-dB step in
masker level ensured that for each masker level the
asymptotic threshold for long delays is about 10 dB below
the fixed signal level.

On average, the hearing-impaired listeners in this study
showed more forward masking than the normal-hearing lis-
teners, in agreement with Festen and Plomp~1983!, and Ox-
enham and Moore~1995!.

5. Intensity discrimination

In Fig. 3 the just-noticeable difference~JND! in intensity
is plotted against energy level and sensation level of the
Gaussian-windowed tone pulses. The thresholds of the
hearing-impaired listeners are averaged over sessions 1 and
2. Four data points are shown for each normal-hearing lis-
tener: the average JND of sessions 1 and 2, and the three
individual JNDs measured at the three levels in session 3.

Intensity discrimination deteriorates as stimulus duration
decreases~see Florentine, 1986!. Therefore, the JNDs of the
normal-hearing listeners in Fig. 3 for the brief tone pulses
used in the present study are higher than commonly reported
for stimuli of longer duration. The JNDs are in the same
range as those found by van Schijndelet al. ~1999!, who also
used Gaussian-windowed tone pulses. Figure 3 shows that
the JND at 1 kHz decreases with increasing signal level,
consistent with Rabinowitzet al. ~1976! and Florentineet al.
~1987!. When compared at equal sensation level, the JNDs of
most hearing-impaired listeners are better than those of the

normal-hearing listeners, but at equal absolute level, this dif-
ference in performance vanishes. This is consistent with
Turner et al. ~1989!, Florentineet al. ~1993!, and Schroder
et al. ~1994!, although some listeners in their studies did
show higher JNDs at equal absolute levels.

6. Frequency discrimination

As the duration of a tonal signal decreases, frequency
discrimination deteriorates~Moore, 1973; Hall and Wood,
1984; Freyman and Nelson, 1986!. Therefore, the JNDs of
the normal-hearing listeners obtained with the 2.8-ms Gauss-
ian pulse are poorer than is normally reported in the litera-
ture for longer-duration stimuli. On average, the hearing-
impaired listeners performed poorer than the normal-hearing
listeners. This is in contrast with results by Hall and Wood
~1984!, and Freyman and Nelson~1987!, who found that
performance of most of the hearing-impaired listeners was
normal for brief tones, and poorer than normal for tones of
longer durations. A possible explanation is that the ERD of
the shortest tones in the studies of Hall and Wood~6.3 ms!
and Freyman and Nelson~8.3 ms! was still longer than the
ERD of the Gaussian pulse in this study.

D. Influence of audibility on speech intelligibility

The speech intelligibility index~ANSI, 1997! has been
designed to predict speech intelligibility for normal-hearing
listeners, and for hearing-impaired listeners without suprath-
reshold deficits. For normal-hearing listeners, all conditions
of equal intelligibility should result in the same SII. Thus,
when the measured SRT and SRBT of the normal-hearing
listeners are expressed in SII values, the model should yield
identical SII values.

For the normal-hearing listeners, the average SII values
for the SRTq, SRTn, SRTa, and SRBT are 0.19, 0.26, 0.29,
and 0.30, respectively. The SIISRTq is significantly lower than
the SII for the other conditions~paired t tests with Bonfer-
roni correction,p,0.05; Keren and Lewis, 1993!. This was
also found in our previous study in which we assumed that
Békésy tracking resulted in hearing thresholds that were sys-
tematically a few dB higher than the methods on which the
ISO ~1961! threshold is based~Noordhoeket al., 2000!.

When the internal noise level in the SII calculation,
which represents the hearing threshold, was lowered by 4.6
dB, the differences among the four SII values were mini-
mized. The upper two rows of Table IV show the average SII
values calculated with the lowered internal noise level. For
the hearing-impaired listeners, the average SIISRTq is similar
to the average SII for normal-hearing listeners, but for the
SRTn, SRTa and SRBT, the average SII for the hearing-
impaired listeners is significantly higher than the average SII
for the normal-hearing listeners~t test for unequal variances,
p,0.05!. An elevated SII indicates that the hearing-impaired
listeners needed more speech information than the normal-
hearing listeners to understand 50% of the sentences. There-
fore, an elevated SII suggests that suprathreshold deficits af-
fected intelligibility. Consistent with previous results
~Noordhoeket al., 2000!, the effect of suprathreshold deficits
is most obvious for the SRBT, less obvious for the SRTa,

FIG. 3. Just-noticeable differences in intensity for Gaussian pulses vs the
energy level of the pulses~left panel! and vs the sensation level of the pulses
~right panel! for normal-hearing listeners~open circles! at three levels~E
215, E, andE115! and hearing-impaired listeners~closed circles! at one
level ~E!.
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and absent for the SRTq. In contrast with our previous re-
sults, the effect of suprathreshold deficits now is also present
in the SRTn condition. In our previous study, we suggested
that the dependence of the effect of suprathreshold deficits
on condition may be related to the different spectra of speech
and noise for the different conditions: when, for instance, a
hearing-impaired listener suffers from excessive spread of
masking, the effect on speech intelligibility will depend on
the spectra of speech and noise.

For each intelligibility test, the SII of individual listeners
is shown in Fig. 4 as a function of the threshold. Dashed
lines represent the maximum possible SII, i.e., the SII that
would have been reached if the audibility of the speech had
not been influenced by the hearing threshold, upward spread
of masking, and level distortion.~Since the maximum pos-
sible SIISRTq is one, no dashed line has been drawn in the
upper left graph!. The upper limit of the one-tailed 95%-
confidence interval of the SII of normal-hearing listeners is
chosen as the separation between normal and higher-than-
normal SII~horizontal lines!. The separation between normal
and deviant SRT or SRBT is indicated with a vertical line.

The horizontal and vertical lines divide the graphs in
four quadrants. No data points fall in the upper left quadrant:
A normal threshold never corresponds to an elevated SII.
Data points in the lower left quadrant correspond to a normal
threshold and a normal SII. Data points in the lower right
quadrant correspond to an elevated SRT or a broader-than-
normal SRBT; these result can be explained on the basis of
audibility by the SII model. Data points in the upper right
quadrant correspond to a deviant threshold that cannot be
explained by the SII model. The higher the position of the
data point above the horizontal line, the larger the speech
perception deficit. The upper left graph shows that the SII
model can account for all differences in SRTq between
hearing-impaired listeners and normal-hearing listeners. The
other three graphs show that audibility can account for some,
but not all, deviant speech thresholds found for the other
tests. Therefore, in these conditions, the effects of supra-
threshold deficits appear to influence speech intelligibility for
part of the hearing-impaired listeners.

E. Correlations among the tests

1. Correlations among auditory functions

The data of the combined groups of hearing-impaired
and normal-hearing listeners form a continuum of thresholds

on each test. Therefore, pooling the data of hearing-impaired
and normal-hearing listeners will not bias the values of the
correlation coefficients between each pair of tests. Table V
shows correlation coefficients among 11 auditory functions
for the combined group of all listeners. The masked thresh-
olds for tone and click are not included, because they are not
independent from~the included! temporal integration and
spectral integration. Missing data were deleted casewise.
Thirty complete cases remained: 18 hearing-impaired listen-
ers and 12 normal-hearing listeners. Of the 55 correlation
coefficients, 13 are significant at the 1% level, and 5 are
significant at the 5% level. Within the group of hearing-
impaired listeners, none of the auditory functions correlated
significantly with age or absolute presentation level~not
shown in Table V!.

Because several auditory functions are correlated, a

FIG. 4. Speech intelligibility index vs speech-reception threshold on the
four intelligibility tests ~SRTq, SRTn, SRTa, SRBT! for normal-hearing
listeners~open circles! and hearing-impaired listeners~closed circles!. Solid
lines represent the one-tailed 95%-confidence limit for the data of the
normal-hearing listeners. Dashed lines represent the maximum SII as a func-
tion of SRT or SRBT.

TABLE IV. Average speech intelligibility index with standard deviation in parentheses for the normal-hearing
listeners~NH! and the hearing-impaired listeners~HI!, for four intelligibility tests. The SII was calculated
according to two different procedures. Modifications with respect to the standard SII procedure~ANSI, 1997!
are given in the second column. ‘‘Slopes:’’ Shallower slopes of the masking curves are used below 500 Hz~see
Sec. II E!. ‘‘Noise:’’ The internal noise level is lowered by 4.6 dB~see Sec. III D!. ‘‘USOM, DSOM:’’ The
individually measured upward and downward spread of masking is included~see Sec. III F!. Results for the
hearing-impaired listeners that differ significantly from the corresponding results for the normal-hearing listen-
ers are indicated with an asterisk.

Modifications SII SIISRTq SIISRTn SIISRTa SIISRBT

NH Slopes, noise 0.29~0.11! 0.27 ~0.02! 0.30 ~0.02! 0.29 ~0.03!
HI Slopes, noise 0.27~0.10! 0.30* ~0.06! 0.32* ~0.05! 0.39* ~0.09!

NH Slopes, noise, USOM, DSOM 0.29~0.11! 0.27 ~0.04! 0.30 ~0.04! 0.29 ~0.04!
HI Slopes, noise, USOM, DSOM 0.27~0.10! 0.27 ~0.06! 0.30 ~0.04! 0.36* ~0.07!
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principal-components analysis was applied on the matrix of
correlations to reduce the 11 auditory functions to a smaller
set of factors. The resulting factors are linear combinations
of the auditory functions. Only factors with eigenvalues
greater than one were considered significant. This resulted in
three factors that can account for 68% of the total variance.
A varimax rotation was performed to obtain the factors that
were clearly marked by high loadings for some auditory
functions. Table VI shows the normalized factor loadings
and the proportion of variance accounted for by each factor.
Factor loadings can be interpreted as correlations between
the auditory-function tests and the auditory factors. They are
important for the interpretation of the auditory factors. For-
ward and backward masking, frequency discrimination, and
shape discrimination have the highest loadings on auditory
factor 1. Upward and downward spread of masking, intensity
discrimination, and rhythm discrimination have the highest
loadings on auditory factor 2. The loading of rhythm dis-

crimination on factor 2 is only slightly higher than its load-
ing on factor 1. The loadings of upward and downward
spread of masking on factor 2 are positive, whereas the load-
ings of intensity and rhythm discrimination on factor 2 are
negative, corresponding to positive and negative correla-
tions, respectively. The auditory functions that load high on
factor 3 are the masked threshold for the Gaussian pulse and
temporal and spectral integration. A reduction of the masked
threshold for the Gaussian pulse and reduced integration are
probably caused by a loss of peripheral compression~Sec.
III C !. Thus, auditory factor 3 is probably related to periph-
eral amplitude compression. The lower factor 3, the more
loss of compression.

2. Correlations between speech reception and
auditory functions

Table VII shows the correlation coefficients between, on
the one hand, thresholds of the four intelligibility tests and
corresponding speech intelligibility indices, and, on the other
hand, 11 auditory functions and the three factors that resulted
from a principal-components analysis on the 11 auditory
functions.

Correlation coefficients were calculated for the com-
bined groups of 24 hearing-impaired listeners and 12
normal-hearing listeners with pairwise deletion of missing
data. Thirty correlations between thresholds on the four in-
telligibility tests ~SRTq, SRTn, SRTa, and SRBT! and audi-
tory functions are significant, but only 16 correlations be-
tween SII values and auditory functions are significant (p
,0.05). Apparently, for half of the correlations between in-
telligibility thresholds and auditory functions, the underlying
cause is hearing threshold elevation: Most auditory functions
correlate significantly with hearing loss, and hearing loss
correlates significantly with intelligibility thresholds~not
shown!.

TABLE V. Matrix of correlation coefficients among 11 auditory-function tests for 18 hearing-impaired listeners and 12 normal-hearing listeners. Underlined
coefficients are significant at the 5% level; double-underlined coefficients are significant at the 1% level. Correlation coefficients were calculatedfrom the
mean thresholds of test and retest, except nine correlation coefficients in italics, which were calculated from the individual results.@The thresholds, on which
the italic correlation coefficients are based, are mutually dependent within a session. For example, the noise level used in the measurements of USOM and
DSOM was determined by the masked threshold for the tone in the same session. If, due to a measurement error, the masker noise level was chosen too low,
this resulted in an underestimate of USOM and DSOM thresholds. Therefore, if the correlation coefficient between USOM and DSOM was calculated from
the mean thresholds, it would have been artificially enhanced, because of error variance in their common reference~the masked threshold for the tone!.
However, the test of USOM and the retest of DSOM are independent, as well as the test of DSOM and the retest of USOM. Therefore, the correlation
coefficient between USOM and DSOM was calculated as the average of the correlation coefficient between the USOM test and the DSOM retest, and the
correlation coefficient between the DSOM test and the USOM retest. The other italic correlations were calculated similarly.#

Test
3b

USOM
3c

DSOM
5b
FM

5c
BM TI SI

6a
ID

6b
FD

6c
RD

6d
SD

2c. Gaussian pulse in noise (E/N0) 20.21 0.05 20.54= 20.23 0.69= 0.44= 0.23 0.05 20.06 20.05
3b. Upward spread of masking 0.11 0.27 0.01 20.38 20.24 20.65= 0.15 20.17 20.05
3c. Downward spread of masking 0.13 20.03 20.12 0.21 20.38 0.01 20.29 20.21
5b. Forward masking 0.60= 20.73= 20.28 20.23 0.43 0.30 0.52=
5c. Backward masking 20.43 20.02 0.21 0.50= 0.50= 0.48=
Temporal integration 0.47= 0.39 20.27 20.01 20.32
Spectral integration 0.14 20.11 20.04 20.23
6a. Intensity discrimination 0.07 0.49= 20.01
6b. Frequency discrimination 0.29 0.53=
6c. Rhythm discrimination 0.36
6d. Shape discrimination

TABLE VI. Factor loadings on the first three factors from a principal-
components analysis on 11 auditory-function tests for the combined groups
of 18 hearing-impaired listeners and 12 normal-hearing listeners. The bot-
tom row shows the proportion of the total variance accounted for by each
factor. For each test, the highest factor loading has been underlined.

Test Factor 1 Factor 2 Factor 3

2c. Gaussian pulse in noise 20.10 20.10 0.83
3b. Upward spread of masking 0.04 0.63 20.35
3c. Downward spread of masking 0.07 0.72 0.32
5b. Forward masking 0.72 0.26 20.47
5c. Backward masking 0.84 20.11 20.10
Temporal integration 0.43 0.37 0.71
Spectral integration 0.02 20.07 0.79
6a. Intensity discrimination 0.12 20.85 0.27
6b. Frequency discrimination 0.78 0.07 0.08
6c. Rhythm discrimination 0.56 20.57 20.04
6d. Shape discrimination 0.73 20.13 20.15

Proportion of variance explained 26% 20% 22%
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Most significant correlations between SII and auditory
functions are positive, suggesting that a suprathreshold
speech perception deficit~i.e., elevated SII! may be caused
by an elevated threshold on the auditory-function test in
question. The SII correlates negatively with the threshold for
the Gaussian pulse in noise, temporal integration, spectral
integration~in case of the SIISRBT!, and intensity discrimina-
tion. It seems very unlikely that an elevated SII may be
caused bybetterintensity discrimination. Table V shows that
intensity discrimination has a significant negative correlation
with both USOM and DSOM. Intensity discrimination,
USOM, and DSOM did not correlate significantly with pre-
sentation level for the hearing-impaired listeners~not
shown!. Therefore, presentation level cannot be the underly-
ing cause for the correlation between spread of masking and
intensity discrimination. The role of spread of excitation in
intensity discrimination may explain the correlation between
spread of masking and intensity discrimination. The spread
of excitation toward the higher and, to a lesser extent, the
lower frequencies is important for intensity discrimination
~Viemeister, 1972; Moore and Raab, 1974!. Thus, intensity
discrimination may profit from increased USOM or DSOM,
as suggested by Florentineet al. ~1993! and Schroderet al.
~1994!. Table VII shows that USOM has a significant posi-
tive correlation with SIISRTa, and both USOM and DSOM
have a significant positive correlation with SIISRBT. There-
fore, spread of masking may be the underlying cause for the
negative correlation between intensity discrimination and
SIISRTa and SIISRBT.

Auditory factor 3 does not correlate significantly with
any of the SII values. This suggests that a loss of peripheral
compression has little effect on speech perception. Auditory
factor 1 only correlates significantly with SIISRTn, but audi-
tory factor 2 correlates significantly with the SII values for
three tests: the SRTn, SRTa, and SRBT. Upward and down-
ward spread of masking, and intensity discrimination have
the highest loadings on factor 2. This suggests that reduced
spectral resolution is the most important cause for supra-
threshold speech perception deficits. Speech intelligibility

was probably affected by increased spread of masking by the
noise. Furthermore, reduced spectral resolution may have in-
terfered with the detection and discrimination of spectral fea-
tures such as formants.

F. Including measured spread of masking in the SII
model

The individual SII values were recalculated to investi-
gate whether the underlying cause for the correlation be-
tween the SII and spectral resolution is the increased spread
of masking by the noise. In this recalculation, the measured
USOM was used instead of the SII model values for normal
hearing, and the measured DSOM was used instead of no
DSOM. For normal-hearing listeners, the slope of DSOM is
level and frequency independent~Zwicker, 1963!. Therefore,
the measured slope of DSOM was used for all frequencies
and levels in the SII calculations. USOM however, is level
and frequency dependent. Therefore, the ratio between the
measured USOM and SII-model slopes is applied as
‘‘ USOM factor’’ to calculate the individual USOM for all
levels and frequencies in the SII model. For hearing-
impaired listeners this is probably not correct, but it is pre-
sumably closer to the real upward spread of masking than the
SII model values for normal hearing.

In the standard SII model, the spectrum level for mask-
ing (Zi) in 1

3-octave bandi is calculated as

Zi510 logS 100.1Ni1 (
k51

i 21

100.1@Bk13.32Ck log~0.89Fi /Fk!#D , ~4!

whereN is the noise spectrum level,B is the larger of the
noise spectrum level and the self-speech masking spectrum
level, C is the slope of USOM, andF is the 1

3-octave band
center frequency. The individually measured USOM and
DSOM are included in the SII model by calculating the spec-
trum level for masking as

TABLE VII. Matrix of correlation coefficients between, on the one hand, thresholds on the four intelligibility
tests and corresponding speech intelligibility indices and, on the other hand, 11 auditory functions, and the three
factors from a principal-components analysis on these auditory functions. Underlined coefficients are significant
at the 5% level; double-underlined coefficients are significant at the 1% level.

SRTq SRTn SRTa SRBT SIISRTq SIISRTn SIISRTa SIISRBT

2c. Gaussian pulse in noise 20.44= 20.47= 20.22 20.43= 20.03 20.06 20.08 20.35
3b. USOM 0.40 0.52= 0.49= 0.55= 0.19 0.36 0.49= 0.57=
3c. DSOM 0.17 20.07 20.06 0.33 0.23 0.36 0.22 0.46=
5b. Forward masking 0.68= 0.56= 0.63= 0.61= 0.15 0.55= 0.25 0.47=
5c. Backward masking 0.28 0.36 0.24 0.15 0.00 0.32 0.07 0.07
Temporal integration 20.76= 20.73= 20.66= 20.69= 0.00 20.42= 20.23 20.57=
Spectral integration 20.36 20.51= 20.12 20.42 0.11 0.03 0.09 20.37
6a. Intensity discrimination 20.45= 20.27 20.47= 20.44= 20.17 20.24 20.35 20.45
6b. Frequency discrimination 0.42 0.49= 0.59= 0.43 0.08 0.66= 0.38 0.43
6c. Rhythm discrimination 0.15 0.05 0.15 0.04 0.19 0.25 0.1520.03
6d. Shape discrimination 0.47= 0.35 0.19 0.48= 0.22 0.18 0.08 0.31

Factor 1 0.46 0.48= 0.36 0.39 0.19 0.47= 0.27 0.32
Factor 2 0.40 0.32 0.30 0.56= 0.22 0.45 0.46 0.65=
Factor 3 20.54= 20.60= 20.55= 20.44 0.04 20.02 0.01 20.29
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Zi510 logS 100.1Ni1 (
k51

i 21

100.1@Bk13.32~USOM factor!Ck log~0.89Fi /Fk!#1 (
k5 i 11

18

100.1@Bk23.32CD log~0.89Fk /Fi !#D , ~5!

whereCD is the measured slope of DSOM.
The two bottom rows of Table IV show the average SII

values recalculated with the measured spread of masking for
the normal-hearing and the hearing-impaired listeners. The
SIISRTq is not influenced by the modification, because no
noise was present in this condition. For the normal-hearing
listeners, average SII values for SRTn, SRTa, and SRBT do
not change, but the standard deviations are larger. The aver-
age SII values for the hearing-impaired listeners are lower
than without the measured spread of masking. The average
SIISRTn and SIISRTa now are equal to those of the normal-
hearing listeners. The average SIISRBT is still significantly
higher (p,0.05) than the SIISRBT of the normal-hearing lis-
teners, although it is closer to the normal SIISRBT than is the
SIISRBT calculated without the measured spread of masking.

From a comparison of SII calculations with just the mea-
sured USOM and with just the measured DSOM~not
shown!, it can be concluded that the effect of including
DSOM is negligible. Thus, the effect of including measured
spread of masking shown in Table IV originates primarily
from including the measured USOM.

For normal-hearing listeners, the SII predictions with the
measured USOM and DSOM included in the model are less
accurate~larger standard deviations in Table IV!. On the
other hand, the average SII values of the hearing-impaired
listeners are closer to those of the normal-hearing listeners.
The change in variance in SII for the hearing-impaired and
normal-hearing listeners taken together is chosen as a mea-
sure of the net effect of including the measured spread of
masking. The total variance in SIISRTn and SIISRTa did not
change compared to the original SII, but the total variance in
SIISRBT decreased by 46%. Therefore, it is concluded that
incorporating the measured spread of masking improves the
SII predictions for the SRBT. This may be related to the fact
that USOM was measured with the stimulus at 1 kHz, and
that only in the SRBT measurement, the speech signal was
restricted to the 1-kHz frequency region.

When the measured spread of masking is included in the
model, the correlation coefficient between SIISRBT and
USOM reduces to a nonsignificant 0.21.~Because the SII
calculated when including the measured spread of masking
in the model and the measured spread of masking itself are
mutually dependent, the correlation coefficient between
USOM and SII was calculated as the average of the correla-
tion coefficient between USOM test and SII retest, and the
correlation coefficient between USOM retest and SII test.
The same holds for the correlation coefficient between
DSOM and the SII calculated when including the measured
spread of masking in the model.! This indicates that the main
underlying cause for the correlation between SIISRBT and
USOM is that increased upward spread of masking by the
noise reduces the speech range that contributes to intelligi-
bility. With the measured spread of masking applied in the

model, the correlation coefficient between SIISRBT and
DSOM ~0.35! remains significant (p,0.01). Therefore, the
main underlying cause for the correlation between SIISRBT

and DSOM probably lies in reduced spectral resolution pre-
serving less spectral detail of the speech signal, and thus
reducing intelligibility.

G. Relation between suprathreshold speech
perception and auditory functions

In this section, two different methods~multiple regres-
sion analysis and individual approach! are used to study the
relation between suprathreshold speech perception and audi-
tory functions. The SII@calculated with shallower slopes of
the masking curves below 500 Hz~see Sec. II E! and ad-
justed internal noise level~see Sec. III D!# is used as a mea-
sure for the capability of a listener to understand suprathresh-
old speech. Because several auditory functions are
correlated, not the individual auditory functions, but the
three ~uncorrelated! factors extracted from the 11 auditory
functions~Table VI! were used as predictor variables.

Auditory factors were calculated for 18 hearing-
impaired listeners and 12 normal-hearing listeners. For six
hearing-impaired listeners auditory factors could not be cal-
culated, because they could not perform all auditory-function
tests. This probably indicates that the auditory function that
we tried to measure is very poor. The auditory tests that
could not be measured all had a high loading on factor 1.
Taking this into account in the multiple regression analysis is
not possible. In the individual approach, factor 1 is assumed
to be elevated when a listener could not perform one or more
tests that load high on this factor.

1. Multiple regression

Stepwise multiple regression was used to predict the SII
for the four speech-intelligibility tests from the factors ex-
tracted from the auditory functions. An ‘‘auditory factor’’
was only included in the regression when it could account
for a significant part of the variance (p,0.05). SIISRTq did
not correlate significantly with any of the auditory factors.
For the SII values corresponding to the other intelligibility
thresholds, the following regression equations were obtained:

SIISRTn50.021•factor210.021•factor110.28, R250.43,
~6!

SIISRTa50.018•factor210.31, R250.21, ~7!

SIISRBT50.059•factor210.029•factor1

20.025•factor310.36, R250.62, ~8!

where R2 is the variance accounted for by the regression
equation. Factor 2 explains 21% of the variance in SIISRTn,
21% in SIISRTa, and 42% in SIISRBT. Factor 1 explains 22%
of the variance in SIISRTn, and 11% of variance in SIISRBT.
Finally, factor 3 explains an additional 9% of the variance in
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SIISRBT. Thus, although the simple correlation between
SIISRBT and factors 1 and 3 is not significant~see Table VII!,
Eq. ~8! shows that the partial correlation between SIISRBT

and factors 1 and 3is significant. This means that, only after
the variance explained by factor 2 is taken into account, fac-
tors 1 and 3 can explain an additional part of the variance in
SIISRBT.

Auditory factor 2 is related to spectral resolution~see
Sec. III E!. Therefore, reduced spectral resolution appears to
be the most important cause of suprathreshold speech per-
ception deficits for this group of listeners. When factor 2 is
accounted for, factor 1 can further reduce the variance in
SIISRTn and SIISRBT. Auditory functions with a high loading
on factor 1 were forward and backward masking, frequency
discrimination, and shape discrimination. Auditory factor 3,
probably related to peripheral compression, seems least im-
portant for suprathreshold speech perception. The negative
contribution of factor 3 in Eq.~8! means that loss of com-
pression results in a higher SIISRBT.

At this point it should be remembered that six listeners
who could not perform on one or two tests that load high on
factor 1 are excluded from this multiple regression analysis.
Partly because of this, the relative importance of factors 1
and 2 will change in the individual approach.

The total variance accounted for by the auditory factors
is largest for SIISRBT. This was expected, because all audi-
tory factors were measured at 1 kHz, i.e., the center fre-
quency in the SRBT test. The auditory factors can account
for a greater part of the variance in SIISRTn than in SIISRTa. A
possible explanation is that the frequency region around 1
kHz is more important in the SRTn test than in the SRTa
test. In the SRTa test, the speech signal is presented above
threshold in the entire frequency range from 250 to 4000 Hz.
Because most hearing-impaired listeners had a high-
frequency hearing loss, the high-frequency part of the speech
signal was below their threshold in the SRTn test. This in-
creases the relative importance of the 1-kHz frequency re-
gion in speech perception.

2. Individual approach

In this section, we will try to determine for each indi-
vidual listener which deteriorated auditory function affects
speech intelligibility in the 1-kHz frequency region. Figure 4
shows that 19 listeners had a normal SIISRBT ~12 normal
hearing and 7 hearing impaired! and that 16 hearing-
impaired listeners had an elevated SIISRBT. The auditory
functions in the group of 19 listeners with no speech percep-
tion deficit in the 1-kHz frequency region apparently are ad-
equate for normal speech perception. The thresholds on the
auditory-function tests can be summarized by three factors.
For factors 1 and 2, the upper one-tailed 95%-confidence
limit of the auditory factors in the listener group with a nor-
mal SIISRBT is chosen as the separation between sound pro-
cessing sufficient for speech perception, and sound process-
ing that may cause a deficit in speech perception. For
auditory factor 3, thelower one-tailed 95%-confidence limit
is chosen as separation, because a lower score on factor 3 is
probably related to the sound processing deficit ‘‘loss of
compression.’’

Of the 16 listeners with an elevated SII, 6 listeners had a
deviant score on factor 1, 6 listeners had a deviant score on
factor 2, and only 1 listener had a deviant score on factor 3.
Therefore, factor 3 seems to be least important for supra-
threshold speech perception~as was also found by multiple
regression in the previous section!. For the 16 hearing-
impaired listeners with an elevated SIISRBT, the individual
thresholds on six auditory functions that load high on either
factor 1 or factor 2 are presented in Table VIII. Thresholds
for rhythm and shape discrimination are not shown in Table
VIII, because on each test only one listener had a JND above
the 95%-confidence limit for normal SII. Some listeners have
a slightly deviant threshold on one test, while their corre-
sponding factor score is still normal, because they have nor-
mal thresholds on the other tests that also load high on this
factor. For 4 listeners in Table VIII, the factor scores could
not be calculated, because they could not perform one or two
auditory-function tests. Therefore, the factor on which these
tests had a high loading is assumed to be elevated.

Table VIII shows that the speech perception deficit of
individual hearing-impaired listeners seems to be related ei-
ther to factor 1, or to factor 2. Only one listener deviates on
both factors, and one listener deviates on neither. The SII of
the listener that deviates on neither factor was only just out-
side the 95% confidence limit. For 9 listeners, the speech
perception deficit in the 1-kHz frequency region may be ex-
plained by reduced temporal resolution and/or reduced fre-
quency discrimination~factor 1!. For 5 listeners, reduced
spectral resolution~factor 2! seems responsible for the
speech perception deficit.

The results of the individual approach and those of the
multiple regression analysis both point to factors 1 and 2 as
the most important determinants of speech perception. How-
ever, the multiple-regression results identify factor 2 as the
major factor, while the individual approach identifies factor 1
as the major factor. This can be partly explained from the
data of the 4 hearing-impaired listeners with an elevated SII
who could not perform all auditory-function tests. These 4
listeners could not be included in the multiple regression. In
the individual approach, factor 1 was considered responsible
for their speech perception deficit. Another difference be-
tween the two approaches that may contribute to the differ-
ences between their results is that different assumptions un-
derlie each approach: In the individual approach we assumed
that an elevated SII can be caused by one elevated factor
score, independent of the other factor scores, while in mul-
tiple regression it is assumed that an elevated SII is caused
by an elevation of a linear combination of the factors. A third
difference is that we tried to identify the sound processing
deficit for the largest possiblenumberof hearing-impaired
listeners in the individual approach, while multiple regres-
sion is based on explaining as much as possible of thevari-
ancein the SII values.

In conclusion, factor 2~reduced spectral resolution! can
explain the largest part of the variance in intelligibility of
suprathreshold speech. However, to understand each indi-
vidual speech perception deficit in the 1-kHz frequency
range, both factor 2~reduced spectral resolution! and factor 1
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~reduced temporal resolution and/or reduced frequency dis-
crimination! have to be taken into account.

IV. SUMMARY AND CONCLUSIONS

Performance of 24 hearing-impaired listeners and 12
normal-hearing listeners was measured on four speech-
intelligibility tests and on a set of auditory-function tests
concerning detection efficiency, resolution, discrimination,
and integration. Intelligibility was measured in four condi-
tions: SRT in quiet, SRT in noise~SRTn!, spectrally adapted
SRT in noise ~SRTa!, and the novel SRBT ~Noordhoek
et al., 1999!. The SRBT is defined as the bandwidth of
speech~center frequency: 1 kHz! in complementary notched
noise required for a 50% intelligibility score.

All individual intelligibility thresholds were converted
to speech intelligibility indices~SII!, with the assumption
that the SII includes the effect of audibility. The SRT in
quiet could be explained from audibility for all listeners.
However, deviant thresholds on the other intelligibility tests
could not all be accounted for by audibility. A higher-than-
normal SII required for a 50% intelligibility score was as-
sumed to indicate the effect of suprathreshold deficits. In-
cluding the measured upward spread of masking in the SII
model substantially improved the SII predictions for the
SRBT, but it did not improve the SII predictions for the two
SRT tests in noise. The reason for this probably lies in the
fact that upward spread of masking was measured at 1 kHz,
i.e., in the frequency region that is most relevant for the
SRBT measurement.

The SRBT test has been developed as a research tool to
identify hearing-impaired listeners suffering from a deficit in
speech perception in the 1-kHz frequency region. All
auditory-function tests were measured at 1 kHz. As expected,
the SIISRBT was most closely related to the auditory func-
tions: 62% of the total variance in SIISRBT could be explained
by the thresholds on the auditory-function tests, whereas this
was 43% and 21% for SIISRTn and SIISRTa, respectively.

The thresholds on the auditory-function tests were sub-
jected to a principal-components analysis. This resulted in
three ‘‘auditory factors,’’ the first factor was related to tem-
poral resolution and frequency discrimination, the second
factor was associated with spectral resolution, and the third
factor was associated with peripheral compression. The au-
ditory factor associated with spectral resolution, and the au-
ditory factor related to temporal resolution and frequency
discrimination both seemed important for suprathreshold
speech perception. Reduced peripheral amplitude compres-
sion appeared least important for speech intelligibility. On an
individual basis, each substantially elevated SIISRBT ~for 15
of the listeners! was found to be associated with a deviant
value of the first and/or the second factor.
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TABLE VIII. Individual SII values for the SRBT and thresholds on six auditory functions with a high loading
on factor 1~forward masking, backward masking, and frequency discrimination! or factor 2~upward spread of
masking, downward spread of masking, and intensity discrimination! for the 16 hearing-impaired listeners with
a speech perception deficit in the 1-kHz frequency region~i.e., elevated SIISRBT!. The characters in the column
‘‘listener’’ correspond to the characters that identify the listeners in Table I. The row ‘‘95% limit’’ gives the
one-tailed 95%-confidence limit for the data of listeners with a normal SIISRBT ~lower limit for ID, which has
a negative loading on factor 2; upper limit for other tests!. Bold thresholds lie beyond this 95%-confidence
limit. Empty cells mean that the listener could not perform this test. An asterisk indicates that the listener has
an elevated factor score. An asterisk in parentheses indicates that the factor scores could not be calculated,
because the listener could not perform on one or two tests that load high on this factor.

Listener SIISRBT

Factor 1 Factor 2

FM
~ms!

BM
~ms!

FD
~%!

Elevated
factor

USOM
~Hz!

DSOM
~Hz!

ID
~dB!

Elevated
factor

95% limit 0.34 30 33 8.2 331 125 2.1
o 0.35 25 19 3.0 88 61 3.0
n 0.38 25 47 11.4 * 248 157 4.7
l 0.39 11 9 ~* ! 291 28 3.7
b 0.39 26 38 8.0 * 138 49 4.9
x 0.41 116 61 5.1 * 314 56 2.2
f 0.41 8.6 ~* ! 118 47 2.9
w 0.41 28 25 3.5 464 107 2.4 *
r 0.42 20 21 8.9 ~* ! 338 61 5.1
a 0.43 28 27 14.2 * 113 67 3.5
m 0.43 31 20 2.4 345 204 1.2 *
u 0.44 33 18 7.0 * 456 48 1.1 *
i 0.45 15 9 2.5 186 161 0.8 *
k 0.47 71 16.8 ~* ! 271 98 5.9
d 0.49 36 53 11.7 * 407 89 2.3
v 0.50 19 11 5.0 348 175 3.2 *
e 0.66 23 9 4.2 483 99 1.3 *
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Many studies have demonstrated that time-domain speed-of-sound~SOS! measurements in
calcaneus are predictive of osteoporotic fracture risk. However, there is a lack of standardization for
this measurement. Consequently, different investigators using different measurement systems and
analysis algorithms obtain disparate quantitative values for calcaneal SOS, impairing and often
precluding meaningful comparison and/or pooling of measurements. A numerical method has been
developed to model the effects of frequency-dependent attenuation and dispersion on
transit-time-based SOS estimates. The numerical technique is based on a previously developed
linear system analytic model for Gaussian pulses propagating through linearly attenuating, weakly
dispersive media. The numerical approach is somewhat more general in that it can be used to predict
the effects of arbitrary pulse shapes and dispersion relationships. The numerical technique, however,
utilizes several additional assumptions~compared with the analytic model! which would be required
for the practical task of correcting existing clinical databases. These include a single dispersion
relationship for all calcaneus samples, a simple linear model relating phase velocity to broadband
ultrasonic attenuation, and a constant calcaneal thickness. Measurements on a polycarbonate plate
and 30 human calcaneus samples were in good quantitative agreement with numerical predictions.
In addition, the numerical approach predicts that in cancellous bone, frequency-dependent
attenuation tends to be a greater contributor to variations in transit-time-based SOS estimates than
dispersion. This approach may be used to adjust previously acquired individual measurements so
that SOS data recorded with different devices using different algorithms may be compared in a
meaningful fashion. @DOI: 10.1121/1.1344161#

PACS numbers: 43.80.Cs, 43.80.Sh@FD#

I. INTRODUCTION

Speed of sound~SOS! in calcaneus has been demon-
strated to be highly useful in the diagnosis of
osteoporosis.1–14 SOS measurements may be performed us-
ing two opposing coaxially aligned transducers for transmis-
sion and reception, as is done in many commercial bone
sonometers. The transit time of ultrasound through a sample
~e.g., calcaneus! is compared with the transit time through
water. SOS may then be computed using a well-known for-
mula which relates SOS in the sample with SOS in water, the
sample thickness, and the difference in ultrasound transit
times for the two measurements. In order to measure transit
time, a reference point on the pulse waveform such as a zero
crossing is designated. Frequency-dependent attenuation~at-
tenuation varies approximately linearly with frequency in
most tissues, including cancellous bone! and dispersion
~frequency-dependent phase velocity!, however, can distort
waveforms, shift locations of zero crossings, and produce
artifacts in SOS measurements. This is particularly trouble-
some for highly attenuating media such as bone.

Ambiguities in zero-crossing-based SOS measurements
in cancellous bone were first reported by Laugieret al.15 and
subsequently by Strelitzki and Evans,16 Nicholson et al.,17

and Wear.18 There is a considerable variety of choices for
designated reference points in the literature including the
leading edge~first detectable deviation from zero! of re-
ceived ultrasonic pulse6,17,19,20 thresholding at 10% of the
maximum value,17 thresholding at 3 times the noise standard
deviation,21 first zero crossing,11,14,17 ‘‘specific’’ zero
crossings,1 first through fourth zero crossing, first and second
maxima and minima,15 and zero crossing of the first negative
slope.3 An unfortunate ramification of this lack of standard-
ization is that different investigators using different transduc-
ers and analysis algorithms obtain disparate quantitative val-
ues for calcaneal SOS, impairing and often precluding
meaningful comparison and/or pooling of measurements ob-
tained from different studies.

A mathematical model was previously developed to
quantitatively predict these variations for Gaussian pulses
propagating through linearly attenuating, weakly dispersive
media. Good agreement was shown between theoretically
predicted variations and averages of experimental measure-
ments on 24 human calcaneus samplesin vitro.18 The aim of
the present paper is to investigate the use of a numerical
approach in order to model this phenomenon. This numerical
technique can be used to compute corrections for previously
acquired SOS data so that measurements acquired using dif-
ferent measurement systems and data analysis algorithms
may be compared and perhaps pooled meaningfully. The nu-a!Electronic mail: kaw@cdrh.fda.gov
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merical method requires several additional assumptions~see
below!, which were not required for the analytical model, in
order to be practically useful for the task of correcting exist-
ing clinical databases. Validation experiments using mea-
surements on a polycarbonate plate and 30 human calcaneus
samples in vitro are described. The relative roles of
frequency-dependent attenuation and dispersion in producing
variations in SOS estimates are investigated.

II. THEORY

One common technique for measuring SOS in a sample
~e.g., calcaneus! is as follows. Two opposing coaxially
aligned broadband transducers are used: one transmitter and
one receiver. Arrival times of received pulses are measured
with and without the sample in the water path. SOS in a
sample,cs , is then computed from

cs5
cw

11
cwDt

d

, ~1!

whered is the thickness of the sample,Dt is the difference in
arrival times, andcw is the SOS in water.

Figure 1 shows the effects of frequency-dependent at-
tenuation and pulse reference point designation on transit
time estimation. A hypothetical calibration~through water!
waveform is shown in the top part of the figure. Below is the
waveform corresponding to the measurement through a
sample with faster SOS than water~hence, the earlier arrival
time! and linear frequency-dependent attenuation~hence, the
lower center frequency!. The transit time differential,Dt,
depends on which reference point pair is used.

In a previously developed model described in detail
elsewhere18 and summarized here, the effects of attenuation
and phase shifting due to differences in speeds of sound be-
tween water and sample are represented as a linear filtering
process. The calibration signal through water is denoted by

x(t). The impulse response of the linear filtering process is
denoted byh(t). The signal recorded with the sample in the
water path isy(t).

y~ t !5h~ t !* x~ t !. ~2!

The transfer function, the Fourier transform ofh(t), may be
modeled as follows:

H~ f !5e2b f de2 i2p f Dt~ f !, ~3!

wheref is frequency,b is the slope of the attenuation coef-
ficient of the sample~sometimes referred to as normalized
broadband ultrasonic attenuation or nBUA!, d is the thick-
ness of the sample, andDt( f ) is the time delay~relative to a
water calibration signal! at a given frequency due to a dif-
ference in SOS between the sample and calibration given by

Dt~ f !5dF 1

cs~ f !
2

1

cw
G , ~4!

wherecw is the SOS in water~assumed to be nondispersive!
andcs( f ) is the frequency-dependent SOS in the dispersive
medium.

The input or calibration signal,x(t), may often be as-
sumed to be a Gaussian-modulated sinusoid. The analytic
signal representation is given by

x~ t !5Ae2t2/2s i
2
ei2p f 0teif0, ~5!

whereA is the amplitude,s t is a measure of the duration of
the pulse,f 0 is the center frequency, andf0 is the initial
phase.

Over a relatively narrow range of frequencies of inter-
rogation, dispersion may be assumed to be approximately
linear. This is consistent with published investi-
gations.16,17,22,23

cs~ f !5cs~ f 0!1bs~ f 2 f 0!, ~6!

where cs( f 0) is the phase velocity at the center frequency
andbs is the rate of change of phase velocity with frequency.

III. NUMERICAL METHOD

Equations~1!–~6! were incorporated into a program us-
ing MATLAB ~The Mathworks, Inc., Natick, MA!. The pro-
gram computed SOS estimates as functions of attenuation
coefficient,b~nBUA!, for several different zero-crossing des-
ignations on the pulse waveform. The input signal,x(t), was
characterized using Eq.~5! by f 05500 kHz~typical for clini-
cal bone sonometers!, s t51.1ms, andf050. @Note that,
unlike the analytical model, the numerical method did not
require a Gaussian function. Any numerical representation of
x(t), including an digitized measurement, could have been
used.# A fast Fourier transform~FFT! was computed to ob-
tain X( f ).

In order to computeY( f )5H( f )X( f ), it was necessary
to assume values forb, d, andDt( f ). Since the FFT corre-
sponding to any real signal contains negative as well as posi-
tive frequency components, the attenuation transfer function
had to be modified frome2b f d to e2bu f ud. The program was
written in the form of a loop withb ranging from 0 to 30
dB/cmMHz~typical range for human calcaneus! in steps of 1

FIG. 1. Simulated waveform through water,x(t) ~upper!, and through bone
sample,y(t) ~lower!. The four zero-crossing pair designations investigated
are labeled as A, B, C, and D. The transit-time differential,Dt, ~and there-
fore the SOS estimate! depends on which zero-crossing pair is utilized.
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dB/cmMHz. Sample thickness~d! was taken to be 18 mm
~the average thickness for 30 calcaneus samples described
below!. The frequency-dependent time delayDt( f ) is a
function of the SOS in water,cw , and the frequency-
dependent phase velocity,cs( f )5cs( f 0)1b(u f u2 f 0), in the
sample. Phase velocity at 500 kHz,cs( f 0), for a given
sample was taken to be a function of attenuation coefficient,
b. This relationship was obtained from a linear regression of
experimental measurements ofcs( f 0) vs b. Dispersion was
characterized byb5226.25 m/sMHz~the average of four
values found in the literature16,17,22,23!. The reason for this
negative dispersion is currently not well understood.23 Note
that the assumption of weak linear dispersion, which was
required in the original analytical model,18 is not required for
the numerical technique. Any functional form or experimen-
tal data could have been used in the numerical approach to
describe dispersion. The numerical method was repeated for
b50 in order to investigate the importance of dispersion.
The digitization rate was 320 MHz.

With the assumptions listed above, a numerical version
for the transfer function,H( f ), could be computed. The
simulated received time-domain signal,y(t), was obtained
from the inverse Fourier transform of the product ofH( f )
andX( f ). Four SOS computations were performed for each
water/sample simulated pulse waveform pair. The four com-
putations were derived from four zero-crossing reference
point pairs~A, B, C, and D! illustrated in Fig. 1.

IV. EXPERIMENT

A. Calcaneus samples

Thirty excised human calcaneus samples~genders and
ages unknown! were defatted using a trichloro-ethylene so-
lution. Since nBUA and SOS of defatted cancellous bone
have been found to be only slightly different from their
counterparts obtained with marrow left intact,19,21,24 it was
assumed that defatting would not substantially affect ultra-
sonic measurements.

In order to isolate the effects of cancellous bone, the
lateral cortical layers were sliced off leaving two parallel
surfaces. This produced samples with well-defined uniform
thicknesses~d! which facilitated application of the math-
ematical model. The thicknesses of the samples were mea-
sured using calipers and varied from 12 to 21 mm. Prior to
ultrasonic interrogation, samples were vacuum degassed un-
derwater in a desiccator. Subsequently, samples were al-
lowed to thermally equilibrate to room temperature. Ultra-
sonic measurements were performed in distilled water at
room temperature. The relative orientation between the ultra-
sound beam and the calcaneus samples was the same as with
in vivo measurements performed with commercial bone
sonometers, in which sound propagates in the mediolateral
direction.

B. Ultrasound measurements

Samples were interrogated in a water tank using a Pana-
metrics ~Waltham, MA! 5800 pulser/receiver and Panamet-
rics V301 1-in. diameter, focused~focal length51.5 in.),
broadband transducers with center frequencies of 500 kHz. A

wideband electrical excitation was applied to the transmitter.
Samples were placed in the focal plane. Received signals
were digitized~8 bit, 10 MHz! using a LeCroy~Chestnut
Ridge, NY! 9310C Dual 400-MHz oscilloscope and stored
on computer@via general purpose interface bus~GPIB!# for
off-line analysis.

The through-transmission method described above was
used to measure nBUA and SOS. Using two opposing coaxi-
ally aligned transducers~one transmitter and one receiver!
separated by twice the focal distance, transmitted signals
were recorded both with and without the bone sample~or
polycarbonate plate! in the acoustic path. The samples were
larger in cross-sectional area than the receiving transducer
aperture. Four to eight transmitted signals were recorded for
each bone sample. The sample was translated slightly be-
tween successive measurements so that a spatial average
could be obtained. Attenuation coefficient was then esti-
mated using a log spectral difference technique.25 Attenua-
tion was characterized by the slope of a least-squares linear
fit of attenuation coefficient~dB/cm! vs frequency, resulting
in the normalized broadband ultrasonic attenuation24

~nBUA!. Since the SOS in calcaneus, approximately 1475–
1650 m/s,23 is comparable to that is distilled water at room
temperature,26 potential diffraction-related errors27–29 in this
substitution technique may be ignored.23

To measure SOS, arrival times of received broadband
pulses were measured with and without the sample in the
water path. Four reference point designations were used.
They corresponded to the two zero crossings immediately
prior and immediately following the envelope maximum~see
Fig. 1—A, B, C, and D!. Velocity, cs , was computed from
Eq. ~1! for each of the four designations. All velocity esti-
mates were expressed as deviations from the group velocity
~velocity of the maximum of the pulse envelope!. Since the
variability among different bone samples tends to be much
greater than the variability of repeated measurements on the
same sample, only one SOS measurement for each set of
four to eight recorded transmitted signals from each sample
was generated. For the polycarbonate sample, six SOS mea-
surements~each obtained from eight separate recorded trans-
mitted signals! were performed in order to generate error
bars.

Independent measurements of frequency-dependent
phase velocity were performed on the calcaneus using a pre-
viously reported technique22 in order to obtain an empirical
~assumed to be linear! relationship between phase velocity at
500 kHz and nBUA. This relationship was required for the
numerical approach. Phase velocity measurements were also
performed on the polycarbonate plate in order to obtain es-
timates of parameters required for the corresponding numeri-
cal technique (cs52190 m/s,bs548 m/sMHz). The thick-
ness of the plate was 25.8 mm.

V. RESULTS

Figure 2 shows numerical predictions and experimental
measurements for SOS in the polycarbonate plate for the
four zero-crossing reference points~A, B, C, and D! utilized.
Good agreement between numerical technique and experi-
ment may be seen. Linear fits to numerical predictions and
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experimental measurements were given by SOS estimate
52186.8 m/s– 11.1 m/s*cycle ~numerical! and SOS
estimate52190.4 m/s– 10.5 m/s*cycle ~experimental! where
‘‘cycle’’ refers to the number of cycles~wavelengths! be-
tween the reference point location and the pulse envelope
maximum. The average discrepancy between these two lin-
ear fits over the range of reference point locations considered
is 3.6 m/s~0.16%!. Diffraction errors may partially account
for the disparity between the two.

Figure 3 shows experimental measurements ofcs( f 0) vs
b. The linear regression for this data is given bycs( f 0)
51474.914.46b m/s ~where cs is measured in m/s andb
5nBUA is measured in dB/cmMHz!. This regression for-
mula was used in the numerical method. Typically, commer-
cial sonometers record broadband ultrasonic attenuation,

BUA, which is measured in dB/MHz, rather than the normal-
ized version, nBUA5b5BUA/d. For these data, one could
use an average value ford to convert BUA to nBUA.

Figure 4 shows simulated and experimental deviations
from group velocity for estimates for the four zero-crossing
designations. There is good agreement between theory and
experiment. The average magnitude of the error between
simulation and experiment was 0.15%. As reported previ-
ously by others, zero-crossing designations on the leading
side of the pulse result in estimates which exceed the true
group velocity while those on the trailing side result in esti-
mates which are less than the true group velocity.

Figure 5 compares numerical computations which as-
sume no dispersion (b50, solid lines! with numerical com-
putations which incorporate frequency-dependent attenuation
and dispersion (b5226.25, dashed lines!. It can be seen that
frequency-dependent attenuation is the factor most respon-
sible for the disparities in SOS estimates.

VI. DISCUSSION

The effects of frequency-dependent attenuation, disper-
sion, and pulse reference point location on SOS measure-
ments in a polycarbonate plate and in calcaneus have been
shown to be accurately modeled using a numerical method
based on a linear system theory approach. Quantitative pre-
diction has been provided for the empirical qualitative obser-
vation made by others that magnitudes of transit-time-based
SOS estimates steadily decrease as the reference point des-
ignation is moved from the leading edge to the trailing edge
of the pulse waveform. Frequency-dependent attenuation is
the primary source of reported variations in SOS estimates
based on different reference point locations. Dispersion has a
smaller effect and serves to exacerbate variations somewhat
for reference points on the leading half of the pulse wave-

FIG. 2. Numerical and experimental results for the polycarbonate plate.
Speed-of-sound~SOS! values predicted by numerical analysis are denoted
by asterisks. Measurements are denoted by circles. Error bars denote stan-
dard deviations of measurements. Measurements and numerical predictions
were obtained for zero crossings denoted by A, B, C, and D~see Fig. 1!. The
simulated calibration pulse waveform is also shown in order to clarify the
relationship between the time axis and zero crossings of interest.

FIG. 3. Linear regression of experimental measurements of phase velocity
at 500 kHz, cs( f 0), vs attenuation slope~normalized broadband ultrasonic
attenuation or nBUA!, b in 30 human calcaneus samplesin vitro.

FIG. 4. Percent deviation from group velocity. Measurements for four ref-
erence point designations~A, B, C, and D; see Fig. 1!. Experimental data
points were generated for reference point A~asterisks!, B ~plus signs!, C
~circles!, and D ~squares!. Predictions based on the numerical technique
were also generated for reference point A~solid line!, B ~dashed line!, C
~dotted line!, and D~chain dotted line!. The independent variable is normal-
ized broadband ultrasonic attenuation~also known as attenuation slope!.
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form while mitigating them somewhat for reference points
on the trailing half. Although the experimental validation
provided here is limited to purely cancellous bonein vitro, it
is likely these conclusions are relevant toin vivo applica-
tions.

The numerical model is in some respects more flexible
than the analytical model previously described.18 In particu-
lar, assumptions of~1! Gaussian pulse shape;~2! linear dis-
persion; and~3! weak dispersion were required in the ana-
lytical model. These approximations were unnecessary for
the numerical technique. For example, a digitized calibration
pulse waveform could be measured and then used in the
numerical method. Likewise, an average~not necessarily lin-
ear and not necessarily weak! frequency-dependent phase ve-
locity could be measured and utilized in the numerical ap-
proach. In both cases, there is no need to assume a particular
functional form. Moreover, in many cases the numerical ap-
proach may be far easier to implement than the analytical
model which is fairly cumbersome, especially if the effects
of dispersion are included.

Variations of measured velocity from one zero crossing
to the next for a calcaneus with a nBUA of 20 dB/cmMHz
can be on the order of 2%~30 m/s!. ~See Fig. 4.! This is
considerable as subtle variations in SOS can convey impor-
tant diagnostic information. For example, in the EPIDOS
prospective study of over 5000 women,7 baseline SOS mea-
surements were 1480624 m/s (mean6standard deviation!
for subjects who experienced a hip fracture over a subse-
quent 2-year period compared with 1493624 m/s for sub-
jects who did not. The difference, 13 m/s, is smaller than the
differences that can occur due to different reference point
designations. Thus, it would be inappropriate to compare or
pool these data with data from other studies obtained using
different transducers and different data analysis algorithms
unless the resulting variations in SOS estimates were prop-
erly corrected.

In contrast to the analytical model,18 the numerical ap-
proach implemented here was based on assumptions of~1! a
single dispersion relationship~phase velocity vs frequency!
for all calcaneus samples;~2! a simple linear model relating
phase velocity at 500 kHz to nBUA; and~3! an average
calcaneal thickness for all samples. In reality, dispersion
rates vary considerably among different samples;22,23 there is
a lot of scatter about the average trend of the relationship
between phase velocity at 500 kHz and nBUA~see Fig. 3!,
and there can be considerable variation in calcaneal thick-
nesses. While utilization of individual~rather than average!
measurements of these parameters in the numerical tech-
nique would be expected to improve the level of agreement
between numerical method and experiment, this detailed in-
formation on individual samples will not generally be avail-
able for previously acquired clinical databases. Therefore,
these simplifying assumptions will generally be required for
retroactively correcting existing data. Nevertheless, the nu-
merical technique performs rather well.

It has previously been demonstrated that an analytical
model performs well in predictingaveragevariations in SOS
estimates due to reference point location variations,
frequency-dependent attenuation, and dispersion.18 Figure 4
shows that the numerical approach predicted these variations
well for individual bone measurements, even though the nu-
merical approach was based on several additional simplify-
ing assumptions. In addition, the basic linear system ap-
proach has been shown in the current paper to be valid in
another medium~polycarbonate! with considerably different
acoustic properties than cancellous bone~much lower attenu-
ation and positive rather than negative dispersion!.

This result indicates promise for using this approach to
adjust previously acquired individual measurements so that
SOS data recorded with different devices using different al-
gorithms may be compared in a meaningful fashion. In order
to implement this technique, investigators would require the
following information from manufacturers:~1! Sufficient in-
formation to reconstructx(t) @Eq. ~5!#. This could be in the
form of a digitized pulse waveform or a set of parameters
specifying an analytic approximation~e.g., f 0 ,s,f0 for a
Gaussian pulse!. ~2! The designated reference point location
for transit time measurement. In addition, investigators
would have to assume a relationship between the midband
phase velocity and BUA~see Sec. V! and a value for the
dispersion rate~e.g.,b5226.25 m/sMHz, see Sec. III!.
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Acoustic nonlinearity parameter tomography for biological
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The acoustic nonlinearity parameterB/A describes the nonlinear features of a medium and may
become a novel parameter for ultrasonic tissue characterization. This paper presents a theoretical
analysis for acoustic nonlinear parameter tomography via a parametric array. As two primary waves
of different frequencies are radiated simultaneously from a circular piston source, a secondary wave
at the difference frequency is generated due to the nonlinear interaction of the primary waves. The
axial and radial distributions of sound pressure amplitude for the generated difference frequency
wave in the near field are calculated by a superposition of Gaussian beams. The calculated results
indicated that the difference frequency component of the parametric array grows linearly with
distance from the piston source. It therefore provides a better source to do the acoustic nonlinearity
parameter tomography because the fundamental and second harmonic signals both have a near field
that goes through many oscillations due to diffraction. By using a finite-amplitude insert substitution
method and a filtered convolution algorithm, a computer simulation forB/A tomography from the
calculated sound pressure of the difference frequency wave is studied. For biological tissues, the
sound attenuation is considered and compensated in the image reconstruction. Nonlinear parameter
computed tomography~CT! images for several biological sample models are obtained with quite
good quality in this study. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1344160#

PACS numbers: 43.80.Cs, 43.80.Ev@WA#

I. INTRODUCTION

In clinical ultrasound diagnosis, ultrasound imaging has
become a very successful modality due to its ability to pro-
vide noninvasive, real-time cross-sectional images of soft-
tissue structures and blood flow without ionizing radiation.
However, ultrasound identification of healthy tissues from
the diseased ones is sometimes difficult. This may be due to
the fact that even when tissues are pathologically different,
their ultrasonic properties, such as sound velocity, attenua-
tion, and acoustic impedance, may still be quite similar. For
enhancement of the discrimination and evaluation of healthy
and diseased tissues, much attention has been directed to the
acoustic nonlinearity parameterB/A in the field of ultrasonic
biomedicine.1,2

The acoustic nonlinearity parameterB/A is an important
parameter in nonlinear acoustics, which is defined as the ra-
tio of the coefficients of the quadratic term to the linear term
in the Taylor expansion of the state equation:B/A
52r0c0(]c/]p)o,s ,3 where r0 and c0 are the density and
velocity of the medium,p is the static pressure, ands is the
entropy. Many reports have indicated that compared with
linear ultrasonic parameters the acoustic nonlinearity param-
eterB/A could provide more information on the state of the
tissues.4,5 Therefore,B/A becomes a novel parameter for
biological tissue characterization.

The acoustic nonlinearity parameter imaging has been
studied by using the phase-shift and finite-amplitude
methods.6–9 In our laboratory, a method based on second

harmonic wave detection to image the acoustic nonlinearity
parameter was proposed by using the insert-substitution
method and the principle of computed tomography~CT!, ex-
perimental results for several normal and pathological bio-
logical tissues were obtained successfully.10,11

All these studies have been based on the assumption that
the transmitted sound waves from a circular piston source are
exactly plane waves, taking no account of diffraction and
diffusion effects. However, the sound field of a circular pis-
ton source is complicated, especially in the near field.12–14

Our previous study indicated that the obvious fluctuation of
the axial sound pressure of the second harmonics near the
surface of the transmitter would increase the error of recon-
struction in acoustic nonlinearity parameter imaging.15 On
the other hand, Cai16 and Burov17 reported the acoustic non-
linearity parameter tomography using the diffraction effect.
Although the diffraction tomography offers higher resolution
compared with line-of-sight tomography, it is more difficult
to carry out.

Since Westervelt18 first published the theory of the para-
metric array in 1963, many studies have been done in this
field. The significant property of the parametric array is that
it produces a much narrower beam at a relative low fre-
quency, which can be used to obtain high resolution in
acoustical imaging. Besides, the parametric field is influ-
enced less by the edge diffraction, due to the fact that the
parametric array is generated from the nonlinear interaction
of two primary waves.

In this paper, the parametric sound field from a circular
piston source is calculated by a superposition of Gaussian
beams.19 The theoretical analysis shows that the axial sounda!Electronic mail: zligong@nju.edu.cn
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pressure amplitude of the difference frequency wave in the
near field is nearly proportional to the distance from the
transmitter; therefore, the acoustic nonlinearity parameter to-
mography via the parametric array can be obtained by the
conventional CT method. By using the theory of finite am-
plitude wave propagation, the calculated pressure amplitude
of the difference frequency sound wave can be regarded as
the projection data in the CT technique and the image of the
acoustic nonlinearity parameter can be reconstructed by us-
ing a filtered convolution algorithm. Computer simulations
of the acoustic nonlinearity parameterB/A for three sample
models including some fluids and biological tissues are pre-
sented.

II. THEORY

A. The generation of a difference frequency wave

It is well-known that for a finite amplitude wave in a
lossless medium, the nondimensional form of Burgers’ equa-
tion can be used to describe the nonlinear propagation as
follows:

]W

]s
2W

]W

]y
50, ~1!

whereW5u/u0 , u, and u0 are the instantaneous and peak
values of particle velocity,s5bku0x/c0 , k5v/c0 , c0 is
the sound speed,b511B/2A andB/A is the acoustic non-
linearity parameter,y5vt, t5t2x/c0 .

When two primary waves with angular frequenciesv1

and v2 are radiated simultaneously from a transmitter, sig-
nals at the sum and difference frequencies will be generated
due to the nonlinear interaction between the two waves. Un-
der the boundary conditionx50

u~0,t !5u1 sin~v1t1f1!1u2 sin~v2t1f2!. ~2!

Fenlon20 gave an exact solution to Burgers’ equation in
a series form for a lossless medium. In the case ofp1(0)
@p2(0) andv2.v1 , the sound pressure amplitude of sum
and difference frequency signals can be written as

pv16v2
~x!5

2p2~0!

s6«s1
J1~s26«s1!J1@~m11!s1#, ~3!

wheres i5buikix/c0 ( i 51,2), m5v2 /v1 , «5u2 /u1 , J1

is the Bessel function of first order,u1 , u2 , and p1(0),
p2(0) are the peak values of particle velocities and pressure
amplitude of two primary waves, respectively. Whens2

!1 and «!1, Eq. ~3! can be simplified and the pressure
amplitude for the difference frequency signal at a distancex
can be expressed by

pd~x!5
vdp1~0!p2~0!

2r0c0
3 bx, ~4!

where subscript ‘‘d’’ denotes the difference frequency signal
andvd5v22v1 .

Considering the inhomogeneity and sound attenuation of
the medium, the sound pressure amplitude of the difference
frequency signal after propagating a distanceL can be writ-
ten after modifying Eq.~4! as9

pd~L !5
vd

2
p1~0!p2~0!E

0

L

b i~x!

3expH 2E
0

x

@a1~ l !1a2~ l !#dl2E
x

L

ad~ l !dlJ dx,

~5!

wherea1 , a2 , andad are the sound attenuation coefficients
of the medium at frequencyv1 , v2 , and vd , b i(x)
5b(x)/@r(x)c3(x)#, and l is a dummy variable.

B. Acoustic nonlinearity parameter tomography by
insert substitution method

In this paper, the finite amplitude insert substitution
method is utilized to image the acoustic nonlinearity param-
eterB/A.21 The sound pressures for the difference frequency
wave in distilled water at a distanceL before and after in-
serting the sample are expressed aspd0(L) and pdx(L), re-
spectively. From Eq.~5!, the ratio ofpdx(L) to pd0(L) can
be obtained as

p5
pdx~L !

pd0~L !

5
1

b i0L E
0

L

b i~x!

3expH 2E
0

x

@a1~ l !1a2~ l !#dl2E
x

L

ad~ l !dlJ dx, ~6!

whereb i0 is the value ofb i in distilled water. From Eq.~6!,
the two-dimensional acoustic nonlinearity parameter imaging
can be reconstructed from the projection datap by the CT
method.

Figure 1 shows a conventional CT scanning system. The
sample rotates from 0° to 180° at a equal interval angleDu
5p/K ~K is the number of rotating steps!, and at each angle
u j5 j 3p/K ( j 50,1,...,K21) the transmitter as well as re-
ceiver sweep step by step synchronously along one fixed
direction ~j axis!. Assuming that the linear scan space is
Dj5S/N ~S, Nare the distance and step numbers of linear
scan, respectively!, the projection data are sampled atj i

FIG. 1. The conventional computer tomography~CT! scanning system.
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5i3Dj (i52N/2,2N/211,...,0,1,...,N/2). Thus, a K3(N
11) projection data matrix will be obtained for each sample.

Theoretically, the two-dimensional projection data
p(j i ,u j ) can be expressed as

p~j i ,u j !5
1

b i0L E
L
@b i~x,y!2b i0#expH 2E

l u

@a1~x,y!

1a2~x,y!#dl82E
L2 l u

ad~x,y!dl8J dl

5
1

b i0L E
2v

v
b i* ~x,y!dv. ~7!

Due to the nonzero value ofb i in the surrounding homoge-
neous medium~distilled water!, the detected signal of differ-
ence frequency component has contributions from both the
reconstructed zone and the surrounding distilled water.
Therefore, the reconstructed functionb i(x,y) in Eq. ~6! is
replaced with@b i(x,y)2b i0# in Eq. ~7! to eliminate the ef-
fect of the distilled water. In Eq.~7!, b i* (x,y)5@b i(x,y)
2b i0(x,y)#C(x,y), theh axis is perpendicular toj axis, and
V5L/2. C(x,y) is an attenuation matrix22 used for compen-
sation of the sound attenuation, and it is defined as

C~x,y!5
1

2p E
0

2p

expH 2E
l u

@a1~x,y!1a2~x,y!#dl

2E
L2 l u

ad~x,y!dlJ du. ~8!

Here,a1(x,y) anda2(x,y) can be reconstructed via conven-
tional computed tomography, if the sound pressure ampli-
tudes of two primary waves are also detected.

In Eq. ~7!, p(j i ,u j ) is a line integral ofb i* (x,y) along
the propagation path of the ultrasonic wave. Therefore,
b i* (x,y) image can be reconstructed by using the filtered
convolution method. The overall steps of this method are as
follows: First, convolve the projection datap(j i ,u j ) with an
uvu function

g~j i ,u j !5p~j i ,u j !3Wm~j i !3Dj. ~9!

Here,Wm(j i) is the frequency response ofuvu function. The
uvu function proposed by Shepp–Logan23 is used in this pa-
per. Second, use the back projection method to reconstruct
b i* (x,y)

b i* ~x,y!5
b i0L

2K (
i 50

K21

g~j i ,u j !. ~10!

After the image ofb i* (x,y) is reconstructed, the image
of @b i(x,y)2b i0# can be derived from dividingb i* (x,y) by
the attenuation matrixC(x,y). After the correction ofb i0 ,
the acoustic nonlinearity parameterB/A tomography can fi-
nally be obtained fromb i(x,y).

If the sample’s attenuation distribution is inhomoge-
neous, where the projection datump(j,u) does not equal to
p(2j,u1p), averaged projection is used and defined as

pavg~j,u!5
p~j,u!1p~2j,u1p!

2
. ~11!

C. Calculation of the parametric field generated from
a circular piston source using superposition of
Gaussian beams

Equation~7! shows that the sound pressure amplitude of
the difference frequency wave is a linear integral of the
acoustic nonlinearity parameterB/A, so B/A can be recon-
structed by a conventional CT method. The above discus-
sions are under the assumption that the primary waves are
planar waves. However, the acoustic beam from a transducer
with finite size is always affected by edge diffraction.

For a circular piston transducer of radiusa vibrating at
angular frequencyv, the fundamental sound pressure at dis-
tancez from the transducer can be expressed in cylindrical
coordinates asp1(r ,z)exp@2i(vt2kz)#, with the assumption
that ka@1, wherek5v/c0 . p1(r ,z) satisfies the following
parabolic equation:

2ik
]p1

]z
1¹'

2 p150, ~12!

where¹'
2 is the transverse Laplace operator. In symmetric

condition: ¹'
2 5(1/r )(]/]r )(r @]/]r #), the solution of this

equation is13

p1~r ,z!52 i
k

z E0

`

expF i
k~r 21r 1

2!

2z GJ0Fkrr 1

z G
3p1~r 1,0!r 1 dr1 , ~13!

where p1(r 1,0) is the value ofp1(r ,z) at z50, andJ0 is
Bessel function of the zeroth order. In this paper, the plane
wave approximation is used, i.e.,

p1~r 10!5H p0 r 1,a

0 r 1.a
,

wherep0 is the sound pressure amplitude at the surface of
the transducer.

When ka@1, Wen19 presented a new approach to ex-
press any axial symmetric beam field in a simple analytical
form—the superposition of Gaussian beams. The radiation
source of interest can be described by a set of Gaussian beam
functions with different complex constantsAn andBn

p1~r 1,0!5 (
n51

N

An exp~2Bnr 1
2!. ~14!

CoefficientsAn andBn can be calculated based on optimiza-
tion theory.

From Eqs.~13! and ~14!, p1(r ,z) can be expressed as
the following:

p1~r ,z!5 (
n51

N
An

2Bn

1

gn~z!
expF2

r 2

gn~z!G , ~15!

wheregn(z)5(1/Bn)1 i (2z/k).
When two primary waves with angular frequenciesv1

and v2 are simultaneously radiated from a circular piston
source, the first-order~linearized! pressure is given by
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p1~r ,z!5 (
n51

N
An

2Bn

1

g1n~z!
expF2

r 2

g1n~z!G
1 (

n51

N
An

2Bn

1

g2n~z!
expF2

r 2

g2n~z!G , ~16!

where g1n(z)5(1/Bn)1 i (2z/k1), g2n(z)5(1/Bn)
1 i (2z/k2).

Due to the nonlinear interaction of the two primary
waves, the sound pressure of the generated second-order
wave at the difference frequency ispd(r ,z)exp@2i(vd t
2kdz)#, wherekd denotes the wave number at the difference
frequency (kd5vd /c0 , vd5v22v1). If the nonlinearity is
weak, pd(r ,z) satisfies the following secondary parabolic
equation:

¹'
2 pd12ikd

]pd

]z
52 i

bk1k2kd

c0
p1p2* , ~17!

where ‘‘* ’’ denotes the complex conjugate.
Considering that the primary waves consist of a series of

Gaussian beam functions, Eq.~17! becomes

¹'
2 pdm,n12ikd

]pdm,n

]z
52 i

bk1k2kd

c0
p1mp2n* , ~18!

where

p1m5
Am

2Bm

1

g1m~z!
expF2

r 2

g1m~z!G ,
p2n5

An

2Bn

1

g2n~z!
expF2

r 2

g2n~z!G ,
andm51,2,...,N, n51,2,...,N. The solution to Eq.~18! is

pdm,n~r ,z!5
bk1k2

4c0

Am

Bm

An*

Bn*
E

z850

z 1

g1m~z8!1g2n* ~z8!

3
1

g1m~z8!g2n* ~z8!

2@g1m~z8!1g2n* ~z8!#
1 i

z2z8

ks

3expF 2
r 2

g1m~z8!g2n* ~z8!

g1m~z8!1g2n* ~z8!
12i

z2z8

ks

G .

~19!

The sound pressure of the generated difference frequency
wave is therefore

pd~r ,z!5 (
m51

N

(
n51

N

pdm,n~r ,z! . ~20!

III. RESULTS AND DISCUSSION

A. The axial and radial sound pressure distributions
of a circular piston

In this paper, a circular piston transducer with radius of
1 cm is considered as the source. Primary frequencies off 1

51 MHz andf 255.5 MHz are chosen to generate a second-
ary wave of the difference frequency wave at 4.5 MHz. In
general, for a circular piston transducer that has discontinu-
ous surface velocity distribution, a large number of Gaussian
terms are needed in the solution to achieve sufficient accu-
racy. In this paper, the summation of ten Gaussian beam
functions is used to approximate the analytic solution of a
circular piston source. CoefficientsAn andBn are calculated
from the optimization theory and are listed in Table I. These
coefficients can be used in Eq.~19! and Eq.~20! to describe
the axial and radial distributions of the sound pressure am-
plitude of the difference frequency wave.

FIG. 2. The axial pressure amplitude of parametrically generated difference
frequency wave.

FIG. 3. The radial pressure amplitude distribution of parametrically gener-
ated difference frequency wave atz58 cm.

TABLE I. Coefficients used in evaluating the Gaussian beam description of
the parametric field of a circular piston.

N An Bn

1 11.46710.960I 4.10310.246I
2 0.07720.208I 3.572221.039I
3 24.23928.550I 4.47215.165I
4 1.66812.683I 4.383114.964I
5 25.00813.237I 4.55819.994I
6 1.07520.689I 3.951120.016I
7 21.04220.189I 2.604210.321I
8 22.57813.256I 3.36524.797I
9 20.24420.282I 2.089215.884I

10 20.17420.228I 3.053125.094I
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Figure 2 shows the calculated axial sound pressure of
the secondary wave at the difference frequency 4.5 MHz. For
comparison, the axial sound pressure distribution of the sec-
ond harmonic wave generated from a 2.25 MHz piston
source of the same size is also calculated and represented by
a dotted line in Fig. 2. It is clearly seen that the axial sound
pressure of the wave with difference frequency is nearly pro-
portional to the distancez in the near field, while the axial
sound pressure of the second harmonic wave shows obvious
fluctuation in the near field.

Figure 3 shows the radial pressure distributions of the
parametrically generated wave at the difference frequency
wave 4.5 MHz and the second harmonic wave 4.5 MHz at
distancez58 cm. It can be seen that there are no sidelobes
in the radial pressure distribution of the difference frequency
wave. One can draw a conclusion that the parametrically
generated difference frequency wave grows linearly with the
distance from the source and is less affected by the edge
diffraction; it can therefore be used to obtain ultrasound im-
aging with higher resolution and higher accuracy.

B. Computer simulation of nonlinearity parameter
tomography via parametric array

Three sample models with different combinations of liq-
uids and biological tissues are analyzed in the present paper.
The cross sections of these samples are shown in Fig. 4. For
sample A, a cylindrical liquid sample~glycol! with diameter
D53 cm is located in a cylindrical water tank with diameter
L58 cm. The liquid sample is tangential with the center of
the cylindrical water tank. In sample B, the liquid sample
~glycol! is replaced with a biological tissue~porcine liver!.
Sample C is a combined sample; the internal layer consists
of two half-cylindrical tissues with porcine tongue on the left
and porcine liver on the right. This internal part is located at
the center of a cylindrical water tank. The linear and nonlin-
ear parameters of the liquids and biological tissues in sample
A, B, and C are listed in Table II.

When the sample is absent, the sound pressure ampli-
tude of the difference frequency wave in water can be written
as

pd0~L !5
vdLp10p20

4r0c0
3 @~B/A!012#, ~21!

where (B/A)055.2 for distilled water. When the sample is
inserted into the water, the pressure amplitude of the differ-

FIG. 4. The cross sections of three sample models in
computer simulation.

FIG. 5. The flow chart of the computer simulation of acoustic nonlinearity
parameterB/A tomography.

TABLE II. The ultrasonic parameters of some liquids and biological tissues.

Sample
Density
~g/mL!

Sound
velocity
~m/s!

Attenuation coefficients~cm21!

B/A1 MHz 5.5 MHz 4.5 MHz

Water 1.00 1500 ¯ ¯ ¯ 5.2a

Glycol 1.11 1670 ¯ ¯ ¯ 9.5a

Porcine liver 1.06 1588 0.0621 0.3222 0.2797 7.3b

Porcine tongue 1.05 1551 0.1715 0.8231 0.7719 6.5b

aSee Ref. 3.
bSee Ref. 17.

1223 1223J. Acoust. Soc. Am., Vol. 109, No. 3, March 2001 Zhang et al.: Biological media nonlinearity parameter tomography



ence frequency wave at distanceL can be expressed, accord-
ing to the theory of the finite amplitude wave propagations in
a layer medium, as

pdx~L !5
vdP10p20

4r0c0
3 ~L2x!@~B/A!012#

1
vdp10p20

4rxcx
3 x@~B/A!x12#

3
12exp@2~a11a22ad!x#

a11a22ad
exp~2adx!,

~22!

where (B/A)x is the acoustic nonlinearity parameter of the
sample andx5D cosu is the distance that the wave has
propagated through in the sample. A total transmission be-
tween the sample and the water is assumed.

Rotating from 0° to 180° with an angular step of 7.5°,
scans from 24 different angles are obtained. At each angle,
the transmitter and the receiver sweep an 8-cm scanning
length simultaneously in one direction at a step size of 1.25
mm. A 24365 projection data matrix is obtained for each
sample. For the lossy samples, it is necessary to calculate the
projection data from 0°–360° and then obtain the projection
data from 0°–180° by using Eq.~12!. Figure 5 shows the
flow chart for reconstructing the acoustic nonlinearity param-
eter tomography. Figure 6 shows the one-dimensional im-
ages of (B/A)x along the central line of the sample models.
In these figures, since glycol in sample A is lossless, it is not
necessary to compensate for attenuation. For sample B and
sample C, since porcine liver and porcine tongue are absorb-
ing tissues, it is necessary to make attenuation corrections by
using the attenuation matrix obtained from Eq.~8!. After
modification and attenuation correction for the projection
data, the reconstructed one-dimensional images of acoustic
nonlinearity parameterB/A are represented using dotted
lines in Figs. 6~b! and ~c!. The reconstruction errors before
and after attenuation correction are shown in Table III. Fig-
ure 7 shows the reconstructed two-dimensionalB/A image
for the three sample models. The different gray scales in
Figs. 7~a!, ~b!, and~c! indicate the different acoustic nonlin-
earity parameter values of glycol, porcine liver, and porcine
tongue, respectively.

IV. CONCLUSION

In this paper, the theoretical analysis for acoustic non-
linear parameter tomography via a sound parametric array is
proposed. When two primary waves are transmitted simulta-

FIG. 6. The one-dimensionalB/A distributions along central line for three
sample models.

FIG. 7. The reconstructed two-dimensionalB/A image for three sample
models.

TABLE III. The reconstruction error for sample models.

Sample model
Reconstruction

error before correction
Reconstruction

error after correction

A 0.19% ¯

B 0.70% 0.16%
C 1.22% 0.88%
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neously from a circular piston source, a secondary wave at
the difference frequency can be generated. The axial and
radial sound pressure distributions of the difference fre-
quency wave are calculated by superposition of Gaussian
beams. Calculated results show that:~1! The axial sound
pressure amplitude of the parametrically generated difference
frequency wave is linearly proportional to the distance from
the transmitter;~2! Compared with the second harmonic
wave of the same frequency generated from a 2.25 MHz
transducer of the same size, the parametrically generated dif-
ference frequency wave is less influenced by the edge dif-
fraction in the near field. By using the filtered convolution
method, computer simulation ofB/A tomography from the
calculated sound pressure of the difference frequency wave
was studied. For absorbing tissue samples, the use of the
modified projection data and attenuation matrix is proposed.
Results of computer simulation agree well with the sample
models. Further experimental studies for acoustic nonlinear-
ity parameter tomography via a parametric array are in
progress.
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Dynamic photoelastic study of the transient stress field in solids
during shock wave lithotripsy
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Photoelastic and shadowgraph imaging techniques were used to visualize the propagation and
evolution of stress waves, and the resultant transient stress fields in solids during shock wave
lithotripsy. In parallel, theoretical analysis of the wavefront evolution inside the solids was
performed using a ray-tracing method. Excellent agreement between the theoretical prediction and
experimental results was observed. Both the sample size and geometry were found to have a
significant influence on the wave evolution and associated stress field produced inside the solid. In
particular, characteristic patterns of spalling damage~i.e., transverse and longitudinal crack
formation! were observed using plaster-of-Paris cylindrical phantoms of rectangular and circular
cross sections. It was found that the leading tensile pulse of the reflected longitudinal wave is
responsible for the initiation of microcracks in regions inside the phantom where high tensile
stresses are produced. In addition, the transmitted shear wave was found to play a critical role in
facilitating the extension and propagation of the microcrack. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1349183#

PACS numbers: 43.80.Gx, 43.35.Wa@FD#

I. INTRODUCTION

Understanding the transient mechanical interaction be-
tween an incident shock wave and the target concretion is
critical for uncovering the mechanisms whereby stone com-
minution occurs in shock wave lithotripsy~SWL!. This
knowledge is needed for improving the design of shock wave
lithotripters for more efficient and effective stone fragmenta-
tion with minimal tissue injury. Although significant
progress has been made in understanding shock wave
propagation,1,2 the dynamics of cavitation3 and its role in
both stone comminution4–7 and tissue injury8–10 in SWL,
limited knowledge of the transient stress field produced in-
side a target stone has been accumulated. The mechanical
interaction between a lithotripter shock wave~LSW! and the
target renal calculi has not been well elucidated.

Previous studies have identified three different modes of
stone damage in SWL, namely, cavitation erosion at the an-
terior surface,4,5 spalling near the posterior surface,11,12 and
layer separation at internal crystalline–matrix interfaces of
the stone.13,14,16 Except for cavitation erosion, which is
caused by the violent collapse of cavitation bubbles near a
stone surface, both spalling and internal layer separation can
be attributed to dynamic failure of the stone material under
the influence of the transient stress field produced inside the
stone. Because most renal calculi are brittle materials,15 they
fail much more easily under tension than under compression.
Hence, when a compressive wave is reflected from a
pressure-release boundary such as at the posterior surface of
the stone or at a crystalline-to-matrix interface, a strong re-
flected tensile wave will be generated, which may lead to
spalling or layer separation. Using geometrical acoustics16

and finite difference methods,17 Gracewski and associates
have calculated the stress/strain field in solids subjected to a
spherical shock wave. The model predictions were compared
to the response of strain gauges embedded in disk and sphere
plaster phantoms during shock wave exposure, and reason-
able agreement was obtained. The model calculation also
predicted higher strain amplitudes at caustics, which are re-
gions inside the phantom where reflected wavefronts from
the concave back surface of the disk or sphere samples
would fold. It was speculated that cracks are more likely to
develop in these caustic regions where high tensile stresses
are generated. The limitations of the strain gauge approach,
however, are the low spatial and temporal resolution of the
gauge,16 as well as the limited number of data points that can
be collected from each sample. Therefore, the distribution of
the stress field in the sample could not be determined using
this experimental method.

More recently, a fracture mechanics model of stone
comminution in SWL has been proposed.18 A cohesive-zone
model was used to analyze the spalling mechanism, and the
fragmentation process was described as a sequence of nucle-
ation, growth, and coalescence of flaws caused by a tensile or
shear stress. The accumulated damage in kidney stones in
SWL was modeled using a simplified incident shock wave
profile and an idealized flaw distribution in the stone mate-
rial. For the potential application of such a model in SWL
research, understanding of the transient stress field in the
target stone is also needed.

In this work, a dynamic photoelastic imaging technique
was used to characterize the LSW–stone interaction and the
propagation and evolution of resultant transient stress waves
inside the target stone. Epoxy stone phantoms of different
geometries and sizes were fabricated to~1! identify the stress
field induced by different wave components;~2! examinea!Electronic mail: pzhong@acpub.duke.edu
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their interaction; and~3! analyze the contribution of various
stress waves on microcrack initiation and extension, in rela-
tion to the spalling mechanism. To facilitate the interpreta-
tion of the experimental results, a ray-tracing method was
used in parallel to determine wavefront propagation and evo-
lution inside the phantoms. Excellent correlation between the
photoelastic imaging and the ray-tracing prediction was ob-
tained regarding the general characteristics of wavefront evo-
lution inside the target concretion. Finally, fragmentation
tests were carried out using plaster-of-Paris stone phantoms
of different geometries and sizes. Comparison between the
results from photoelastic imaging, ray-tracing analysis, and
stone fragmentation tests allows us to identify the contribu-
tion of different stress waves to the initiation and propaga-
tion of microcracks in the target stone phantoms in SWL.

II. EXPERIMENTAL DESIGN AND METHODS

A. Lithotripter

A laboratory electrohydraulic~EH! shock wave lithot-
ripter ~80-nF capacitor!, similar to an unmodified Dornier
HM-3 clinical lithotripter ~reflector geometry: semimajor
axis a5138 mm, semiminor axisb578 mm, and half-focal
lengthc5114 mm), was used in this study. The shock wave
generator was placed horizontally inside a Lucite water tank
(66355348 cm, L3W3H) with built-in optical windows
on its lateral walls to facilitate high-speed imaging~Fig. 1!.
The pressure waveform at the focal point of the lithotripter
was measured by a calibrated polyvinylidene difluoride
~PVDF! membrane hydrophone~Sonic Technology!, with a
bandwidth of 50 MHz.19 All the experiments were carried
out at an output voltage of 24 kV.

B. Dynamic photoelasticity

Photoelasticity is an experimental technique for analyz-
ing stress or strain fields in solids with birefringent properties
~i.e., photoelastic materials, such as glass and epoxy!. In
principle, when a photoelastic material is deformed, the elec-
tric vector of an incident polarized light beam can be re-
solved into two components along the axes of the principal
stresses in the material due to its temporary birefringence.
Because of the difference in refractive indices along the axes
of the principal stresses, the two components will be retarded
differentially as they propagate through the material, leading
to a relative phase shift. Consequently, an interference pat-
tern will be formed as the two components are recombined
outside the material by a downstream polarizer~also called
the ‘‘analyzer’’!. Photoelasticity is, therefore, a classic
common-path interferometric technique, with the surface of
the photoelastic material acting as the beam splitter.

Based on the correlation between stress and the indices
of refraction for temporary birefringent materials formulated
by Maxwell, in the simplest case, the stress-optic law for a
plate with only variable in-plane principal stresses can be
written as20,21

s12s25
N fs

h
, ~1!

where s1 , s2 are the principal stresses in the temporary
birefringent material,N is the relative retardation~also
known as the ‘‘fringe order’’!, f s (5l/C, with l being the
wavelength andC the stress-optic coefficient! is the material
fringe value~in units of N/m fringe! corresponding to the
minimum difference in principal stresses to produce a unit
change in the fringe order in a material of unit thickness, and

FIG. 1. Schematic diagram of the
laboratory electrohydraulic shock
wave lithotripter and the optical setup
for shadowgraph and photoelastic im-
aging. P: polarizer; A: analyzer; Q1

and Q2 : quarter-wavelength plates.
The focal lengths of the lenses and
mirrors areL1 : 250 mm, L2 : 25.4
mm, L3 : 300 mm,L4 : 100 mm,M 2 :
1524 mm.

1227 1227J. Acoust. Soc. Am., Vol. 109, No. 3, March 2001 X. Xi and P. Zhong: Lithotripter-induced stress fields in solids



h is the distance traversed by the light in the stressed plate.
Equation~1! applies to both static and dynamic loading con-
ditions, except that the material-fringe value under dynamic
loading (f s* ) is usually 10%–30% higher than that for the
static case.20

Dynamic photoelasticity has been widely used for tran-
sient stress analysis in fracture mechanics and
geophysics.22,23 In this work, the dynamic photoelastic imag-
ing technique is applied to assess qualitatively the transient
stress field induced in solids exposed to lithotripter-generated
shock waves.

C. High-speed photoelastic and shadowgraph
imaging

To visualize shock wave propagation and the transient
stress fields in solids during SWL, a high-speed imaging sys-
tem combining shadowgraph and photoelastic imaging, as
described in our previous study,24 was employed. Briefly, a
frequency-doubled Nd:YAG laser (l5512 nm, New Wave
Research! with 6-ns pulse duration was collimated to form a
parallel light beam through the beam focus of the lithotripter
~Fig. 1!. Two quarter-wave plates (Q1 andQ2) were placed
in the light path outside the lithotripter tank, with their opti-
cal axes aligned at145° and245°, respectively, to the po-
larization axes of a polarizer (P) and an analyzer (A) placed
nearby, which are parallel to each other. This configuration
forms a bright-field circular polariscope~the fringe orderN
5(2m11)/2, wherem is an integer! for simultaneous pho-
toelastic and shadowgraph imaging. The image was recorded
by a CCD camera~GP-MF 552, Panasonic!, which was con-
nected to a frame grabber~DT3155, Data Translation! in-
stalled on a computer~Dimension XPS M233s, Dell!. To
ensure accurate timing of the event, the spark discharge of
the lithotripter was picked up by a fast photo detector and
relayed to a multichannel time delay generator. Output TTL
pulses from the delay generator were then used to trigger the
Nd:YAG laser, the CCD camera, and the frame grabber, re-
spectively. By adjusting the delay time of the trigger signals
with respect to the spark discharge, a series of high-speed
photoelastic and shadowgraph images can be recorded at
various stages of the shock wave propagation in water, as
well as the propagation and evolution of the stress waves in
a target concretion. To visualize the transient stress field in
the target concretion, epoxy blocks~PSM-9, Measurements
Groups, Inc.,C510.5 kPa/fringe/m) of different geometries
and sizes were prepared and used as stone phantoms. Their
acoustic properties were determined by a through-
transmission ultrasound technique,14 and were found to be
quite similar to the acoustic properties of the plaster-of-Paris
stone phantoms~Table I!.

D. Stone fragmentation tests

Stone phantoms of various geometries and sizes were
fabricated by thoroughly mixing plaster-of-Paris powder
with water ~2:1 ratio by weight! in a 2032033-cm baking
pan. After the mixture was cured and let dry in air at room
temperature overnight, the large slab formed was cut into
small blocks and ground to the desired shape and size. Pre-
vious studies showed that these phantoms have similar
physical properties compared to renal calculi, in particular,
struvite stones.14,25Before the fragmentation test, each phan-
tom was rehydrated in water for at least 10 min until no
visible bubbles could be observed to come out from the
sample. The front surface of the phantom was then aligned
perpendicular to the lithotripter axis with the center of the
specimen coinciding withF2 . The specimen was subse-
quently exposed to the lithotripter shock waves at a pulse
repetition rate of 1 Hz until spalling was produced. At this
moment, the experiment was stopped, and the total number
of shocks delivered was recorded. For each phantom con-
figuration, five samples were treated. After the experiment,
the thickness of the spalled piece was measured, and its dam-
age pattern was documented photographically.

III. THEORETICAL ANALYSIS OF STRESS
WAVEFRONT PROPAGATION AND EVOLUTION IN
SOLIDS DURING SWL

To facilitate the interpretation of photoelastic images,
the propagation and evolution of the wavefronts of stress
waves generated inside a target concretion by the impinge-
ment of an LSW were analyzed using ray-tracing methods.
For simplicity, plane wave incidence was assumed, which
was found to be quite reasonable~see Figs. 7 and 8!. When

FIG. 2. Propagation of an incident source ray~SR! inside a solid disk of
radiusR.

TABLE I. Acoustic properties of plaster-of-Paris stone phantoms and epoxy~PSM-9!.

Material
P-wave speed

~m/s!
S-wave speed

~m/s!
Density

(3103 kg/m3)
ImpedanceZP

(3106 kg/m2-s)
ImpedanceZS

(3106 kg/m2-s)

PSM-9 ~epoxy! 2493 1108 1.15 2.87 1.27
Stone (P/W52.0/1.0)a 2478 1471 1.67 4.14 2.46

aThe wave speeds of the stone phantoms were measured in a water-saturated state.
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the LSW encounters the solid boundary, both wave reflection
and refraction occur. In general, longitudinal~or P! and
transverse~or S! stress waves are generated inside the solid
~assumed to be homogeneous and isotropic!, while part of
the incident LSW will be reflected back into water. The di-
rection and position of the new wavefronts were determined
by applying Snell’s law and Huygen’s principle at the
boundary, as depicted in Fig. 2. The ray-tracing method used
in this study is similar to that described by Ting and Lee;26

therefore, details will not be given here. Interested readers
should consult the original paper.

IV. RESULTS AND DISCUSSION

A. Pressure waveform

Two shock waves, separated temporarily by a time delay
of approximately 30ms, were detected atF2 after each spark
discharge of the experimental lithotripter~Fig. 3!. The first
one~referred as the direct shock wave hereafter! is a spheri-
cal shock wave with a peak positive pressure of 2.3 MPa,
emanating directly from the spark discharge atF1 . The sec-
ond one, formed by the reflection of a large portion of the
spherical shock wave from the ellipsoidal reflector, is a fo-
cused shock wave with a peak positive pressure of 46.7 MPa,

a shock front rise time of 32 ns, and a positive pulse duration
of 2.3 ms, respectively. These values are comparable to the
measurements of the pressure waveform of a Dornier HM-3
lithotripter, which has a26-dB beam size of 120315 mm
along and transverse to the shock wave axis atF2 ,
respectively.27 Due to the properties of the membrane hydro-
phone, the negative tail of the pressure waveform was not
well resolved.

B. Ray-tracing analysis

Assuming that an incident shock wavePI first strikes a
cylindrical epoxy sample (D514 mm, T512.7 mm) at t
50 ms, Fig. 4~a! illustrates the predicted wavefront position
of the resultant transient stress waves inside the sample att
54 ms. As shown, part of thePI wave is reflected back
toward the source in water, marked asPR , and the other part
refracted into the epoxy sample. Due to oblique incidence,
both longitudinal (PT) and transverse (S) waves are gener-
ated in the epoxy sample. The following wave speeds are
used in the model calculation: 2493 m/s and 1108 m/s forPT

andSwaves in epoxy, and 1500 m/s forPI andPR waves in
water, respectively. Since thePT wave travels faster than the
PR andSwaves, a longitudinal head waveHTR that connects
PT and PR and a shear head waveHTS which connectsPT

and S are generated in the water and the epoxy sample, re-
spectively. The positions of the head waves are drawn manu-
ally for the purpose of illustration. The corresponding pho-
toelastic image, shown in Fig. 4~b!, demonstrates an
excellent correlation between the ray-tracing prediction and
the wavefront position revealed by the isochromatic fringe
pattern.

Using the ray-tracing model, a representative sequence
of the propagation and evolution of the stress waves~P and
S! inside the cylindrical epoxy sample was constructed. As
shown in Fig. 5, several interesting features were predicted.
First, because the velocity ofPT is higher thanPI , the re-
fracted~or transmitted! PT wave spreads out divergently in-
side the epoxy sample. In contrast, the transmittedS wave
converges in the epoxy sample because its propagation speed
is lower thanPI . Second, when thePT wave encounters the
lateral and posterior surface of the epoxy sample, both re-
flected longitudinal (PTR) and shear (STR) waves are gener-
ated. Due to the concave geometry of the surface, bothPTR

FIG. 3. Typical pressure waveform produced atF2 by the laboratory litho-
tripter at 24 kV.

FIG. 4. ~a! Theoretical ~ray-tracing!
prediction of the temporal distribution
of different stress wavefronts gener-
ated in an epoxy disk (D514 mm) 4
ms after a plane shock wave incidence;
~b! Corresponding photoelastic image
of the same epoxy disk 4ms after im-
pingement of a direct shock wave on
its front surface.
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andSTR waves are focused toward the symmetry axis of the
sample along the incident shock wave direction. Although
not shown, a similar pattern of wave generation at the bound-
ary will occur as a result of shear wave incidence. Moreover,
wave interaction inside the epoxy sample could be predicted.
For example, the wavefront ofPTR reflected from the upper
and the lower boundaries of the sample, respectively, could
be seen to cross each other betweent57.0 and 7.5ms, which
may lead to a localized stress concentration and initiate dam-
age.

To illustrate the effect of sample geometry on stress
wave propagation and evolution in the target concretion dur-
ing SWL, the ray-tracing model was applied to a rectangular

epoxy sample of comparable dimension (13313
312.7 mm, L3H3T). As shown in Fig. 6, because of the
normal incidence of thePI wave, only aPT wave was gen-
erated at the front surface of the rectangular sample, and the
transmitted wavefront remained planar. In addition, shear
waves were generated by wave diffraction at the edges of the
sample as the incident shock wave swept by. Although the
wavefronts of the shear waves also remained planar, they
propagated obliquely toward the posterior surface of the
sample and crossed each other aftert58.7ms. For complete-
ness, the head waves which connect the transmitted longitu-
dinal and shear waves were also drawn in this sequence.

FIG. 5. Theoretical prediction of the propagation and evolution of different stress wavefronts in a cylindrical sample (D514 mm) after a plane wave
incidence.

FIG. 6. Theoretical prediction of the propagation and evolution of different stress wavefronts in a rectangular sample (13313312.7 mm, L3W3T) after a
plane wave incidence.
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C. Photoelastic and shadowgraph images

1. Direct shock wave

A typical sequence of the photoelastic images of the
transient stress field in the cylindrical epoxy sample induced
by the impingement of the direct shock wave~DSW! is
shown in Fig. 7~a!. Shadowgraph images of the same event
were also recorded by the optical system without the polar-
izer, analyzer, and the two quarter-wave plates, and some
selected shadowgraph images are shown in Fig. 7~b!. For
convenience, time zero for the experimental sequence (t8
50) was chosen to coincide with the spark discharge, which
was registered by a photo detector. In comparison,t8
5150ms in the photoelastic and shadowgraph image se-
quence corresponds tot50 ms in the ray-tracing analysis
~Fig. 5!, which is the moment when the DSW first contacts
the sample surface. Because the radius of curvature of the
incident DSW at this moment is about 33 times that of the
epoxy sample, the wavefront appears to be planar.

As shown earlier in Fig. 4, there is an excellent correla-
tion between the wavefront profiles of various stress waves
predicted by the ray-tracing method and that visualized ex-
perimentally by photoelastic imaging. This general correla-
tion can be observed most clearly in the early stage of stress
wave propagation inside the sample when individual wave-
fronts are separated from each other, and no wave interaction
has occurred. For instance, an excellent match between the
wavefront profiles att52 ms in Fig. 5 and that att8
5152ms in Fig. 7~a! can be observed. As noted earlier, at
t85154ms @also shown in Fig. 4~b!# the reflectedPR wave,
transmitted longitudinal (PT) and shear (S) waves, and head
waves (HTR andHTS) can be clearly identified. When thePT

wave encountered the lateral and posterior surface of the
epoxy sample, both reflected longitudinal (PTR) and shear
(STR) waves were induced. ThePTR wave, which is out of
phase with thePT wave, could not be identified clearly from
the image, presumably due to superposition with the remain-

ing portion of the incidentPT wave. It is interesting to note
that during the periodt85159– 160ms, the transmittedS
wave interacted with the reflectedSTR wave, producing tem-
porarily a stress-free region near the horizontal symmetry
axis of the sample. It is speculated that this was caused by
the destructive interference of the two shear waves. After
t85160ms, the fringe pattern could not be related to any
individual stress waves; rather, it represents the overall stress
field integrated from that induced by various wave compo-
nents reverberating inside the sample. On the other hand, for
the shadowgraph images shown in Fig. 7~b!, only the PT

wave inside the epoxy sample could be observed because of
the weak strength of the DSW.

Similarly, the characteristics of the stress waves induced
in a rectangular epoxy sample by the DSW, as shown in Fig.
8, were found to correlate very well with the ray-tracing
prediction ~see Fig. 6!. All together, these results indicate
that the ray-tracing method can be used to provide an accu-
rate qualitative description of stress wave propagation and
evolution in a target concretion. This observation has par-
ticular implication for applying the ray-tracing method to
analyze stress wave propagation and evolution in kidney
stones of various acoustic properties, size, and geometry,
where photoelastic model studies are difficult to implement.

2. Focused shock wave

The general pattern of the stress wave propagation in the
epoxy samples induced by the focused shock wave~FSW!,
as shown in Figs. 9 and 10, was quite similar to that from the
DSW except that the order of the isochromatic fringes was
much higher. The highest order of the isochromatic fringe
was observed in framet85191ms of Fig. 9~a! and in frame
t85192ms of Fig. 10~a! for the cylindrical and rectangular
samples, respectively. This occurred after the leading com-
ponent of thePT wave was reflected from the posterior sur-
face of the sample. Subsequently, the order of the isochro-

FIG. 7. Direct shock wave~DSW! in-
cidence on a cylindrical epoxy sample
(D514 mm): ~a! photoelastic image,
and ~b! shadowgraph image.
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matic fringes decreased gradually as the stress waves
reverberated inside the epoxy sample. Following the trailing
tensile pressure of the FSW, cavitation bubbles were formed
outside the sample. Aggregation of the bubbles on the solid
surface was observed later in the growth period, with the
aggregated bubbles reaching a maximum size at aroundt8
5550 to 600ms. This was followed by the violent inertial

collapse of the bubbles near the solid surface, with either the
formation of high-speed microjet impinging towards the
boundary or strong secondary shock wave emission@see
frame t85730ms in Fig. 9~a! and framet85810ms in Fig.
10~a!#. Both consequences could cause cavitation erosion on
the impacted surfaces.4,5,7,28It should be noted that because
the FSW is much stronger than the DSW, both thePT andS

FIG. 8. Direct shock wave~DSW! in-
cidence on a rectangular epoxy sample
(14314 mm, L3W): ~a! photoelastic
image, and~b! shadowgraph image.

FIG. 9. Focused shock wave~FSW!
incidence on a cylindrical epoxy
sample (D514 mm): ~a! photoelastic
image, and~b! shadowgraph image.
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waves induced in the cylindrical and rectangular samples can
be observed in the shadowgraph images@Figs. 9~b! and
10~b!#.

3. Effects of sample geometry and size on stress
field

From Figs. 9 and 10, it is clear that the geometry of the
epoxy sample has a significant influence on the characteris-
tics of the stress wave propagation and resultant transient
stress field induced inside the sample. For a quantitative
comparison, the highest order of the isochromatic fringes
induced by various wave components in different samples
was measured and summarized in Table II. In the cylindrical
sample, which has a divergent effect on thePT wave, the
order of the isochromatic fringes is lower than that in the
rectangular sample, in which the transmittedPT wave is
nearly planar. In contrast, the opposite effect was observed
for the S wave. In the rectangular sample, shear waves were
induced at both the top and bottom surfaces and propagated
diagonally as plane waves. In comparison, in the cylindrical
sample the transmittedS wave was generated at the front
surface and focused toward the horizontal symmetry axis of
the sample. Due to focusing, the order of the isochromatic

fringes associated with theSwave is higher in the cylindrical
sample than in the rectangular one. Furthermore, after reflec-
tion of the PT wave from the posterior surface, the highest
order of the isochromatic fringes was found to be higher in
the cylindrical sample than that in the rectangular one, pre-
sumably due to the much stronger focusing effect of the cy-
lindrical boundary. This finding suggests that it might be
easier to produce spalling damage in cylindrical stones than
in their rectangular counterparts, as shown later.

To further examine the effect of wave reflection on the
transient stress field, two long samples (50313312.7 mm,
L3H3T mm), with otherwise similar geometry and dimen-
sion compared to the cylindrical and rectangular samples
used in previous experiments, were prepared. As shown in
Figs. 11~a! and ~b!, without significant contribution from
wave reflection from the posterior surface, the highest order
of the isochromatic fringes in the long samples is much
lower compared to their short counterparts. Moreover, the
isochromatic fringe patterns produced in disks of different
diameters were compared@Fig. 11~c!#. Although the stress
distribution is similar, the highest order of the isochromatic
fringe is much higher in smaller samples. This might be
caused by the lesser attenuation in smaller simples due to
shorter wave propagation distance.

D. Stone fragmentation

1. General damage patterns

Two primary damage patterns of the stone phantoms
were observed. First, on the anterior surface of the stone
phantom a small damage crater with numerous minute pits

FIG. 10. Focused shock wave~FSW!
incidence on a rectangular epoxy
sample (14314 mm, L3W): ~a! pho-
toelastic image, and~b! shadowgraph
image.

TABLE II. Comparison of fringe orders in samples of different geometries.

Sample
shape

The highest order
induced byPT

The highest order
induced byS

The highest order
induced in the sample

Rectangular 13/2 9/2 31/2
Cylindrical 7/2 15/2 35/2
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was produced at the site of shock wave entrance@Fig. 12~a!#.
This damage pattern is characteristic of cavitation erosion,
caused by the violent collapse of cavitation bubbles near a
solid boundary.4,5 Second, near the posterior surface of the
stone phantom a transverse crack was produced, breaking the
phantom into two large pieces along a fracture plane perpen-
dicular to the incident LSW@Fig. 12~b!#. In the cylindrical
sample, an additional longitudinal crack was formed parallel
to the symmetry axis of the incident LSW, splitting the back
piece into two parts. We speculated that both the longitudinal
and transverse cracks were due to spalling, which is the fail-
ure of brittle materials primarily under reflected tensile
waves.29

2. Effects of different stress waves on spalling
damage

One common theory of spalling damage in SWL is that

when the leading compressive component of thePT wave is
reflected from the posterior surface of the stone, a reflected
tensile wave will be generated due to the decrease in acoustic
impedance from the stone material to the surrounding
fluid.11,30This reflected tensile wave, propagating backwards
into the stone, will first superimpose with the remaining por-
tion of the incident compressive component of thePT wave
and lead to a mutual reduction of their respective amplitudes.
Subsequently, as the reflected tensile wave propagates fur-
ther into the stone and superimposes with the trailing tensile
component of thePT wave, a much stronger tensile stress
will be produced. If the superimposed tensile stress exceeds
the tensile failure strength of the stone material, crack for-
mation will be initiated. Under repeated shock wave impact,
individual cracks will extend and coalesce with each other,
eventually leading to spalling damage.18 Theoretically, if the
tensile stress of either the incident LSW or the reflectedPT

FIG. 11. Effects of sample shape and
size on stress field. Photoelastic im-
ages of~a! 50-mm long bar with semi-
cylindrical head~left! and 14-mm di-
ameter disk~right!; ~b! 50-mm long
rectangular bar~left! and 14-mm-long
rectangular bar~right!; and~c! 20-mm
diameter disk~left! and 14-mm diam-
eter disk~right!. Sample material: ep-
oxy. Cross-section area of the rectan-
gular bar is 12.7312.7 mm (L3W),
and the thickness of the disk is 12.7
mm.
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wave is strong enough~or the stone material is very fragile!,
multiple fracture planes perpendicular to the symmetry axis
of the incident LSW could be produced.31

To test this theory, a series of cylindrical plaster-of-Paris
samples with the same rectangular cross-sectional area
(12.7312.7 mm) but different lengths was prepared and ex-
posed to the LSWs. The longitudinal axis of the sample was
aligned with the incident shock wave~normal incidence!, so
that onlyP waves would be produced near the longitudinal
axis of the phantom. This was confirmed by plotting the
wavefront position ofPT , PTR , andS waves in the rectan-
gular phantoms using the ray-tracing method. The advantage
of this arrangement is that it provides an idealized configu-
ration to test the effect of the reflected tensile wave on spal-
ling damage. It was found that in long phantoms~9 to 50
mm! the transverse crack could be produced consistently
@Fig. 13~a!#. However, in short phantoms~3, 5, and 7 mm!
only corner fractures or longitudinal cracks were observed
@Fig. 13~b!#. The 7.0-mm-long phantoms appear to be in the
transition region; sometimes a transverse crack was pro-
duced, while at other times only corner fractures were ob-

served. One interpretation of the result is that there is an
optimal distance,do , from the posterior surface of the phan-
tom where constructive superposition of the reflectedPTR

wave and the tensile component of the incidentPT wave
yields the strongest tensile stress inside the phantom. This
optimal distance can be estimated bydo5cP3Dt/2, where
cP is theP wave speed in the phantom material andDt is the
time interval between the peak positive and peak negative
pressure of the LSW. Based on the pressure waveform in
Fig. 3, Dt is estimated to be around 3.0ms. Hence, for the
plaster-of-Paris stone phantoms used in this study,do would
be about 3.8 mm. This predicted value is very close to the
thickness of the spalling piece of the 9-mm phantom. Fur-
thermore, as the sample becomes longer the thickness of the
spalling piece was found to increase as well@Fig. 14~a!#.
This may be due to pulse broadening as a result of wave
scattering from inhomogeneities as thePT wave propagates
inside the phantom.32 Consequently,Dt and thusdo will in-
crease as the sample length increases. The number of shocks
needed to produce the transverse crack (NS), however, was
not found to increase monotonically with the sample length,
but rather achieved a minimal value in the 20-mm-long
phantoms@Fig. 14~b!#.

FIG. 12. Representative damage modes of the plaster-of-Paris stone phan-
toms after shock wave exposure.~a! cavitation erosion at the anterior sur-
face of the stone phantom facing the incident LSW; and~b! spalling near the
posterior surface of the stone phantom~the LSW propagates from right to
left!.

FIG. 13. Damage patterns of rectangular stone phantoms (12.7312.7 mm,
H3T) of different length.~a! transverse crack formation in samples longer
than 9 mm~LSW propagates from right to left!; and~b! corner fracture and
longitudinal crack formation in samples shorter than 7 mm~images show the
posterior surface of the sample!.
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To determine the origin of the transverse crack, several
additional 15-mm-long samples were exposed to about half
to two-thirds of the number of shock waves that are needed
to produce spalling damage; therefore, no apparent trans-
verse cracks were produced. The samples were then cut
along their longitudinal axis using a diamond saw, and the
exposed internal surface was examined under an optical mi-
croscope. It was found that microcracks were initiated near
the longitudinal axis of the sample and oriented parallel to
the reflectedPTR wavefront~Fig. 15!. The tensile stress as-
sociated with thePTR wavefront, which presumably is the
strongest along the longitudinal axis, could initiate the mi-
crocrack. In fact, microcrack opening due to tensile stress
normal to the crack length is the most predominate damage
mode ~opening mode! for the failure of brittle materials.32

Upon further shock wave impact, the microcrack will extend
outwards to the lateral surface of the phantom, which even-
tually leads to the formation of the transverse crack. Using
spherical plaster-of-Paris stone phantoms, Dahake and
Gracewski have reported similar observations of internal mi-
crocrack formation near caustic lines before spalling damage
was produced.17

Considering that the attenuation~both geometrical

spreading and wave scattering! of the PT and PTR waves
inside the phantom will increase with the distance they
propagate inside the material, the pressure amplitudes at both
the PT and PTR wavefronts should be larger in small
samples. Therefore, one would expect thatNS would de-
crease monotonically as the sample length shortens. How-
ever, the results ofNS vs sample length@see Fig. 14~a!#
showed otherwise, indicating that other stress waves~espe-
cially shear wave! may also contribute to the formation of
the transverse crack. To assess this possibility, the wavefront
position of theSwave at the moment when it passed through
the transverse plane in which the microcrack was initiated
was determined for samples of various lengths using the ray-
tracing method. Three representative examples are plotted in
Fig. 16. It was found that the longer the sample, the deeper
the S wave would propagate toward the longitudinal axis of
the sample, which increases its chance to interact with the
microcrack initiated by thePTR wave. Since the wavefront of
the S wave is approximately parallel to the plane of the mi-
crocrack surface, the shear stress associated with theSwave
could open up the microcrack tip and further facilitate its
extension and propagation along the transverse plane. This is
the second predominant damage mode~sliding mode! for the
failure of brittle materials.32 The interaction of theS wave
with microcracks initiated by thePTR wave could explain the
reduction inNS as the sample length increases from 9 to 20
mm @see Fig. 14~b!#. On the other hand, the gradual increase
in NS as the sample becomes longer than 30 mm might be
due to the much higher attenuation of thePT , PTR , andS
waves in long samples, even though theS wave could reach
closer to the longitudinal axis.

FIG. 14. The correlation between sample length and~a! the thickness of the
spalled piece, and~b! the number of shocks needed to produce the transverse
crack (NS). Stone phantoms are rectangular samples of the same cross sec-
tion area (12.7312.7 mm, H3T) but different length.

FIG. 15. Micrograph showing the formation of microcracks~indicated by
small arrowheads! near the longitudinal axis of a rectangular sample. The
microcracks were formed in a plane parallel to the reflectedPTR wavefront
~indicated by a dashed line!.
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3. Effects of size and geometry on spalling damage

The effects of stone size and geometry on spalling dam-
age were examined by using circular phantoms of the same
thickness~12.7 mm! but different diameters, and by compar-
ing the fragility of cylinders with rectangular vs circular
cross sections. It was found that although the damage pattern
was similar in circular samples of different diameters@Fig.
17~a!#, the value ofNS increased monotonically with the

sample size@Fig. 17~b!#. This is presumably due to the
higher stress concentration produced by the incident LSW in
smaller cylindrical samples@see Fig. 11~c!#. Furthermore, the
relative position of the transverse crack~determined by the
ratio between the distance from the transverse crack to the
back pole and the sample diameter! was found to be about
0.31 and almost independent of the sample size~Table III!.
To provide a theoretical insight on this experimental obser-
vation, the ray-tracing method was used to determine the
geometrical foci of the reflectedPTR andSTR waves, respec-
tively. The results for the 20-mm-diameter cylindrical phan-
tom are shown in Fig. 18, in which the position of the wave-
front is normalized by the sample diameter. The caustics on
the symmetry axis were calculated based on the methods
described by Gracewski and associates.16 It was found that
the caustic of the reflectedPTR wave on the horizontal axis
of the cylindrical sample is about 0.29, very close to the
value measured experimentally. In contrast, the caustic of the
reflectedSTR wave on the horizontal axis of the cylindrical
sample was found to be about 0.35. These calculations indi-
cated that the transverse crack in the cylindrical sample was
initiated by the reflectedPTR wave. Similar values were ob-
tained for cylindrical samples of 11 to 17 mm in diameter. It
is also interesting to note in Fig. 18 that the transverse crack
did not extend along the profile of thePTR wave, which
diverges after passing its focus. Instead, the transverse crack
extended along a direction almost parallel to the profile of
the transmittedS wave ~indicated by the dashed line in Fig.
18!. This finding again supports the claim that theS wave
helps to extend and propagate the microcrack initiated by the
PTR wave. It should be noted that although the microcrack
was not initiated at the caustic of the reflected shear wave, its
extension in the early stage could also be facilitated by the
reflected shear wave.33 In addition, because thePTR wave is

FIG. 17. Spalling in cylindrical phantoms of different diameters;~a! general
damage patterns, and~b! the correlation between sample diameter and the
number of shocks needed to produce the transverse crack (NS).

TABLE III. The relative position of the transverse crack in cylindrical
samples.

Sample diameter~mm! 11 14 17 20

Relative position 0.314 0.318 0.300 0.306
Std. dev. 0.014 0.011 0.008 0.023

Relative position5Distance from the transverse crack to the backpole/
Sample diameter.

FIG. 16. Theoretical~ray-tracing! prediction of the distribution of stress wavefronts in rectangular samples of different length as the transmittedSwave passes
through the transverse plane where the microcracks were initiated.
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reflected from a pressure-release boundary, the incident
waveform will be inverted, yielding a leading tensile wave
followed by a weak compressive wave. When thePTR waves
reflected from the upper and lower surface of the samples
with circular cross section cross each other along the hori-
zontal symmetry axis of the phantom@see framet57 ms in
Fig. 5 and Fig. 18~a!#, much stronger tensile stresses will be
produced. This explains the formation of the longitudinal
crack in the samples with circular cross sections@see Fig.
12~b! and Fig. 17~a!#.

To assess the effect of stone geometry on spalling dam-
age, fragmentation tests were carried out using cylindrical
samples with circular~14 mm in diameter and 12.7 mm
thick! and rectangular (14314312.7 mm, L3H3T) cross
sections of similar sizes. The number of shocks needed to
break the cylindrical samples with circular cross sections
(20.065.51, mean value6s.d.) was found to be about two-
thirds of that with the rectangular cross sections (30.67
69.03). This finding is consistent with the results of stress
concentration revealed by photoelastic imaging~see Fig. 11!,
which confirms the focusing effect of the cylindrical bound-
ary on the reflectedPTR wave. In addition, theS wave in-
duced in the cylindrical sample is transversely continuous
across the sample. Therefore, it could help to extend the
microcrack induced by the reflectedPTR wave from the very
beginning after the initiation of the microcrack. In contrast,
in the rectangular phantom theS wave was generated at the
lateral edges and would only shift slightly towards the lon-
gitudinal axis as it propagated inside the phantom~see Fig.
16!. Therefore, the interaction of theSwave with the micro-
crack would occur at a much later stage of the crack propa-
gation. This, combined with the fact that the reflectedPTR

wave is much weaker in the rectangular phantom, contributes
to the increased number of shocks needed to produce a trans-
verse crack in a rectangular sample than a circular sample of
similar size.

V. SUMMARY

Using a dynamic photoelastic imaging technique, the
transient stress fields produced in solids of different geom-
etries and sizes exposed to LSWs were investigated. Various
stress waves~both P and S! induced by the impact of the
LSWs could be identified and their general pattern of propa-
gation and evolution inside the solid were found to be pre-
dictable by a simple ray-tracing model. In addition, the ef-
fects of various stress waves on spalling damage was
analyzed, and the primary findings can be summarized as
follows:

~1! Spalling, in the form of transverse and longitudinal crack
formation near the posterior surface of the stone, is ini-
tiated by the reflected tensile wave. The location of the
microcrack depends on stone geometry and size, and is
influenced by the temporal profile of the LSW.

~2! The transmitted shear stress wave can help to extend and
propagate the microcracks initiated by the reflected ten-
sile wave. This enhancement is most effective when the
shear wavefront is parallel to the crack length.
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The acoustic repertoire of killer whales~Orcinus orca! consists of pulsed calls and tonal sounds,
called whistles. Although previous studies gave information on whistle parameters, no study has
presented a detailed quantitative characterization of whistles from wild killer whales. Thus an
interpretation of possible functions of whistles in killer whale underwater communication has been
impossible so far. In this study acoustic parameters of whistles from groups of individually known
killer whales were measured. Observations in the field indicate that whistles are close-range signals.
The majority of whistles~90%! were tones with several harmonics with the main energy
concentrated in the fundamental. The remainder were tones with enhanced second or higher
harmonics and tones without harmonics. Whistles had an average bandwidth of 4.5 kHz, an average
dominant frequency of 8.3 kHz, and an average duration of 1.8 s. The number of frequency
modulations per whistle ranged between 0 and 71. The study indicates that whistles in wild killer
whales serve a different function than whistles of other delphinids. Their structure makes whistles
of killer whales suitable to function as close-range motivational sounds. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1349537#

PACS numbers: 43.80.Ka, 43.80.Lb, 43.80.Jz@WA#

I. INTRODUCTION

Odontocete social sounds are generally of two funda-
mental physical types: pulsed sounds, often referred to as
pulsed calls, and tonal sounds, referred to as whistles~Pop-
per, 1980!. Generally one of each type, or both types of
sounds, play an important role in the acoustic communica-
tion of most odontocete species~Herman and Tavolga, 1980;
Evans, 1990; Tyack, 1998!. Whistles are important in the
underwater communication of most members of the dolphin
family ~Herman and Tavolga, 1980; Evans, 1990; Richard-
sonet al., 1995; Tyack, 1998!.

For killer whales~Orcinus orca!, the emphasis of acous-
tic studies has been on pulsed vocalizations and their relation
to social organization, genealogy, and behavior~Ford and
Fisher, 1983; Ford, 1989, 1991; Bain, 1986; Hoelzel and
Osborne, 1986; Strager, 1996; Deeckeet al., 1999!. Killer
whales off British Columbia have stable, pod-specific reper-
toires of stereotyped discrete pulsed calls~Ford and Fisher,
1983; Ford, 1989, 1991!. Ford ~1989! suggests that discrete
calls are used to maintain contact between group members
and serve as indicators of group affiliation~Ford, 1989,
1991!.

The whistles of killer whales have received little study
and their function in killer whale underwater communication
remains completely unclear. Schevill and Watkins~1966! re-
corded sounds of a captive subadult male collected from the

waters off British Columbia and found no whistle emissions
from this animal. Since then, whistles have been described
by Steineret al. ~1979! and Awbreyet al. ~1982! from killer
whales off Newfoundland and the Antarctic respectively.
Dahlheim and Awbrey~1982! reported an average frequency
of 5 kHz and an average duration of 2.3 s of whistles from
captive individuals collected from different locations. Ford
and Fisher~1983! and Hoelzel and Osborne~1986! reported
whistles from wild killer whales off the coast of British Co-
lumbia. Ford~1989! noted a frequency range between 1.5
kHz and 18 kHz with the most energy between 6 and 12
kHz. Whistle durations ranged from 50 ms to 10–12 s. These
reports gave valuable basic information on some parameters
of whistles. However, no detailed quantitative characteriza-
tion of whistles from wild killer whales has been undertaken
to date. There is no information on fine-scale physical char-
acteristics of this sound class nor on general structural char-
acteristics; for example, the complexity of these sounds in-
dicated by duration and number of frequency modulations.
Therefore, an interpretation of possible functions of whistles
in killer whale underwater communication has been impos-
sible.

Here we report our findings from a study of the structure
of whistles from wild killer whales off Vancouver Island,
British Columbia. Parameters of whistles from groups of in-
dividually known killer whales are be presented. Results of a
fine-scale waveform analysis are described, as are investiga-
tions on dominant carrier frequencies of whistles in thisa!Electronic mail: frank.thomsen@gkss.de
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population. Based on our results, possible functions of
whistles for the communication in wild killer whales will be
discussed.

II. METHODS

A. Study population

We studied killer whales from the northern community
of resident killer whales off Vancouver Island, British Co-
lumbia. Resident killer whales live in stable matrilineal
groups of 2 to 14 animals and feed primarily on fish~Bigg
et al., 1990; Fordet al., 1998, 2000!. The northern resident
community ranges from mid-Vancouver Island north to
southeastern Alaska~Bigg et al., 1990; Fordet al., 2000!. In
1996/1997 the northern resident community comprised ap-
proximately 215 individuals in 33 matrilines~Ford et al.,
2000; Graeme Ellis, personal communication!.

B. Data collection

Acoustic recordings and surface behavioral observations
were made in western Johnstone Strait and adjacent waters,
British Columbia~50° 308 N, 126° 358 W!. The study was
conducted between July 1 and October 13, 1996 and July 11
and October 17, 1997. Most of the data were obtained from
two 20-m motorvessels on 3–9~average 4.5! h long com-
mercial whale-watching excursions based from Telegraph
Cove ~northern Vancouver Island!. Additionally some re-
cordings were obtained from small~,2 m! outboard pow-
ered inflatables and motorboats. A total of 222 excursions
were undertaken in 1996 and 1997 with more than 1000 h
spent at sea. Killer whales were observed on 196 excursions
with approximately 200 h observation time. Underwater
sounds were recorded with a Bruel and Kjaer 8101 hydro-
phone in 1996, and an Offshore Acoustics hydrophone in
1997 ~sensitivity: greater than2180 dB re: 1 V/mPa!. Re-
cordings were made on Sony 60-, 90- and 120-min digital
audio tapes using Sony TCD-D8~1996! and Sony TCD-D7
~1997! DAT recorders ~system frequency response: 20
Hz–20 kHz61 dB!. Simultaneous voice recordings of be-
havioral observations were made on a separate track of the
same tape. Killer whale individuals were identified by natu-
ral markings on the dorsal fin and back~Fordet al., 1994!. A
total of 167 recordings with a total length of 40 h were ob-
tained.

C. Behavior categories

Based on surface behavior observations, the activities of
killer whales were classified into two long-range and two
short-range categories~modified from Ford, 1989; Barrett-
Lennardet al., 1996!.

Long-range categories were defined as the distance be-
tween observed animals of more than one body length. One
is foraging. During foraging whales were usually dispersed
over a wide area. Nondirectional swimming, irregular diving
patterns, and varying swimming speeds with short periods of
high speed swimming at the surface indicated foraging ac-

tivities. Another category is slow traveling, loosely orga-
nized groups on a consistent course of 3 to 6 km/h. Short-
range categories were defined by the distance between
observed animals of less than one body length. One category
is social traveling by a closely knit group on a consistent
course at 3 to 6 km/h. During social traveling whales en-
gaged sporadically in interactions such as body contact or in
activities such as flipper or fluke slapping. A second category
is socializing. Socializing whales group together, often in
body contact, and engage in social displays and interactions
such as breaching, flipper and fluke slapping, chasing each
other, rolling over each other, and sexual interactions. Dur-
ing socializing killer whales made little or no consistent
progress.

D. Acoustic analysis

The selection of whistles was done with the bioacoustics
software, RTS, version 2.0~Engineering Design, Inc.!. To
avoid aliasing, a Frequency Device 901 low-pass filter set at
20-kHz corner frequency was used before the signal was
digitized. The signal was then sampled at 50 kHz~16 bit!,
giving a real-time spectrogram with a range of 0–20 kHz.
The dynamic range was set at 42 dB. A continuous color-
enhanced 512 point spectrographic display with a 98-Hz fre-
quency resolution and a simultaneous waveform display,
both in a 4-s window, were viewed. The recordings were
then re-played and killer whale sounds were classified into
the categories listed below~modified from Ford, 1989!:

Pulsed calls are sounds made up of pulses generated at a
high rate. In spectrographic analysis, these pulses are re-
solved as sidebands equivalent to the pulse repetition rate
~Watkins, 1967!. Repetition rates range from 2.5 to 4 kHz.
The main energy is usually between 1 and 6 kHz. Pulsed
calls are further divided into discrete calls, which are calls
that are repetitive, remain stable over years, and are pod
specific~Ford and Fisher, 1983; Ford, 1989, 1991!; variable
calls are calls that are nonrepetitive with a variety of forms
such as squeaks, squawks, grunts, and growls. Variable calls
were usually rich in sidebands and low in frequency~1–4
kHz!.

Whistles are sounds based on a tonal format, generally
with a continuous waveform which appears in spectrographic
analysis as a narrow-band tone with or without harmonics.
Ford ~1989! reported frequencies between 1.5 and 18 kHz
with the most energy between 6 and 12 kHz.

Problems seldom arose in distinguishing discrete calls
from whistles. However, problems sometimes occurred in
distinguishing higher pitched variable calls from whistles. If
doubts were present from spectrographic analysis as to
whether to assign a sound to the call or whistle category, the
decision was made aurally. Whistles sound soft-high pitched
‘‘whistlelike,’’ whereas pulsed calls generally sound harsh,
metallic, and screamlike.

A total of 200 whistles were selected for further analy-
sis. We chose 50 whistles randomly from each of the 4 be-
havior categories. Whistles were then digitized directly with
the bioacoustics-softwareSIGNAL, version 3.0~Engineering
Design, Inc.!. High-resolution color spectrograms were cal-
culated using a Hanning Window and a 512 point FFT~over-
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lap: 50%!. Based on visual inspection of the spectrogram,
sections of interest were analyzed in detail. We performed a
waveform analysis and selected several 3-ms long sections of
the signal to investigate fine-scale temporal patterns. These
sections were then printed. Whistles were then categorized in
the classes below. The following parameters were measured
for each whistle with cursors directly from the spectro-
graphic display:start frequency (sf ); end frequency (ef );
minimum frequency (min.f ); maximum frequency (max.f ) of
the fundamental or the carrier frequency; frequency range
(max.f-min.f ); duration (dur.); number of inflection points
(frequency modulations, fm). The number of inflection points
was defined as a change in slope of the spectrographic con-
tour from negative to positive and vice versa~Steiner, 1981!.
Additionally thedominant frequency (df )was calculated for
each whistle using a power spectrum analysis. Power spectra
were performed with 32 768 FFT points, frequency resolu-
tion of 1.2 Hz, and a time resolution of 818 ms. The domi-
nant frequency was indicated by the main peak in the power
spectrum display and was measured with cursors directly
from the screen.

III. RESULTS

A. Delectability of whistles

All observations in the field indicate that whistles have a
relatively short range of delectability. Regardless of the ob-
served behavior of the whales, whistles were recorded only
when whales were relatively close to the recording vessel
~,500 m!. Whistle recordings of the highest quality were
obtained from whales swimming directionally toward the hy-
drophone at a distance not exceeding 300 m. As whales
passed the boat, whistles dropped in volume, quickly indicat-
ing a directional effect.

B. Characteristics of whistles

The majority of whistles were tones of a fundamental
frequency and harmonics which were integer multiples of the
fundamental. The main energy of these sounds was concen-
trated in the fundamental frequency. The fundamental often
showed considerable modulations. The waveform of this
sound was continuous~Fig. 1!. Sporadically some of the
whistles showed higher energy not in the fundamental but in

FIG. 1. Spectrogram~below!, power-
spectrum ~mid!, and section~3 ms,
above! of the time waveform of a
whistle with harmonics. The whistle
starts at 4 kHz rises up to 8 kHz and
ends after 3 s at 5 kHz. This whistle
has a dominant frequency between 7
and 8 kHz. Vertical lines in the spec-
trogram: sonar-clicks. Spectrogram:
DF598 Hz, DT510.2 ms, FFT
5512 points. The oscillogram above
shows a continuous waveform of 8
kHz.
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one of the higher harmonics. Power spectrum analysis
showed a major peak at the level of this enhanced harmonic.
The waveform of these sounds showed a high degree of am-
plitude modulation~Fig. 2!. Tones without harmonics were
present but rare~Fig. 3!.

C. Whistle Parameters

From the 200 selected whistles 180~90%! were tones
with harmonics, 7~3.5%! were tones with enhanced harmon-
ics, and 13~6.5%! were tones without harmonics.

The average minimum frequency was 5.461.9 kHz
~6s.d., range 2.4–12.8 kHz!. The average maximum fre-
quency was 9.962.4 kHz ~range 3.6–16.7 kHz!. The fre-
quency range of the whistles averaged 4.562.2 kHz ~range
0.5–10.2 kHz!. The dominant frequency averaged 8.3
62.8 kHz ~range 3–18.5 kHz!. Whistles had an average du-
ration of 1.862 s ~range 0.06–18.3 s!. The average number
of frequency modulations was 567.8. The maximum num-
ber of frequency modulations in one whistle was 71. Some of
the whistles had no frequency modulations.

IV. DISCUSSION

The results of this study show that whistles of northern
resident killer whales are physically more complex than pre-
viously described. Earlier descriptions which defined
whistles as pure tones with little or no harmonic structure
~Ford, 1989! should be revised. Our results indicate that pure
tones are absent from the acoustic repertoire of killer whales.
Whistles without harmonics are rare and are always fre-
quency modulated and therefore not pure. Most whistles
emitted by northern resident killer whales are tonal sounds of
a fundamental frequency with the addition of several har-
monics. It is very likely that most whistles of other killer
whale populations are also tones with several harmonics.
Published spectrograms of killer whale whistles which are
undoubtedly tones without harmonics can be found only in
Ford and Fisher~1983!. Other published spectrograms of
whistles are either difficult to interpret because the frequency
range is too limited and possible additional harmonics are
therefore not visible~Steiner, 1979; Dahlheim and Awbrey,
1982! or the spectrograms clearly show harmonics~Awbrey,
1982; Hoelzel and Osborne, 1986; Bowleset al., 1988!.

FIG. 2. Spectrogram~below!, power-
spectrum ~mid!, and section~3 ms,
above! of the time waveform of
whistle without harmonics. The
whistle starts at 8 kHz and ends at 8
kHz. Duration is 0.9 s. Vertical lines
in the spectrogram: sonar clicks. Spec-
trogram: DF598 Hz, DT510.2 ms,
FFT5512 points. The oscillogram
above shows a continuous waveform
of 9 kHz.
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Therefore most killer whale whistles appear to be structurally
similar to those of other delphinids which in most cases
show several harmonics~spectrograms in: Lilly and Miller,
1961; Busnel and Dziedzic, 1966, 1968; Caldwell and Cald-
well, 1971; Caldwellet al., 1973, 1990; Sjare and Smith,
1986; dos Santos, 1990; Schultz and Corkeron, 1994!.

Some of the whistles in our data set contained more
energy in higher harmonics and not in the fundamental. This
enhancement of higher harmonics has also been described
for bottlenose dolphin whistles~Saprykin et al., 1977! and
might be the result of pulsation. Pulsed signals are resolved
in spectrographic analysis in discrete harmonic bands. The
interval between the harmonic bands indicates the pulse rep-
etition rate. The harmonic band where most of the energy is
concentrated represents the carrier frequency of the pulsed
signal ~Schevill and Watkins, 1966; Watkins, 1967; Ger-
hardt, 1998!. Therefore whistles with the most energy con-
centrated in higher harmonics might be interpreted as pulsed
rather than continuous signals. The results of fine-scale
waveform analysis are difficult to interpret in our case. On
the one hand, the waveform of these whistles never went to
zero for consecutive A/D samples and therefore indicated a

continuous sound. On the other hand, recordings obtained
from the wild contain noise in the background which might
distort the waveform slightly and make it difficult to identify
distinctive intervals of zero amplitude. However, if these
sounds are pulsed, they are very likely to be perceived as a
single tone by the receiver since intervals between harmonic
bands exceeded 1 kHz in every case and the temporal reso-
lution of killer whales is limited to pulses with a repetition
rate slightly above 1 kHz~Szymanskiet al., 1998!.

Alternatively enhancement of higher harmonics can be
caused by filtering mechanisms in the sound production
complex or by sound production in two independent sites, as
described for songbirds~Bradbury and Vehrencamp, 1998;
Gerhardt, 1998!. The site of sound production in delphinids
is proposed to be localized pairwise in the upper nasal pas-
sages~Au, 1993; Cranfordet al., 1996, 1998!. It is therefore
likely that enhancement of higher harmonics is the result of a
biphonation with different energy on different frequencies
rather than pulsation.

Whistles of northern resident killer whales have a
greater frequency range and a higher dominant frequency
than those described by Dahlheim and Awbrey~1982!. The

FIG. 3. Spectrogram~below!, power-
spectrum~mid!, and sections~3 ms,
above! of the time waveform of a
whistle with enhanced higher har-
monic. This whistle starts at 5 kHz and
falls down to 3 kHz. Duration is 1.8 s.
Spectrogram shows a harmonic struc-
ture with emphasis on the third har-
monic ~15 kHz!. Vertical lines in the
spectrogram: sonar clicks. Spectro-
gram: DF598 Hz, DT510.2 ms,
FFT5512 points. The oscillogram
above shows a continuous waveform
with amplitude modulation.
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average duration of the whistles is similar. However,
whistles exceeding 18 s were not described by Dahlheim and
Awbrey ~1982! or by Ford ~1989!. In general, whistles of
northern resident killer whales are much more complex than
those described for other delphinids. They are comparably
longer in duration and contain a greater number of frequency
modulations. Whistles from other dolphin species have an
average duration from 0.13 s~Sousa chinensis! to 1.3 s~Tur-
siops truncatus! ~Matthewset al., 1999!. The average num-
ber of frequency modulations per whistle ranges between
0.04 ~Peponocephala electra! and 3.43~Stenella frontalis!
~Matthewset al., 1999!.

It has been hypothesized that in some dolphin species,
whistles are acoustic signatures that are used as long-range
contact signals among group members when out of sight
~Caldwell et al., 1990; Tyack, 1998!. To fulfill such a task
such signals should be comparably simple in structure and
loud, suitable to carry over several hundred meters underwa-
ter. In fact source levels of bottlenose dolphin whistles are
estimated to be as high as 173 dBre: 1 mPa @ 1 m giving
them a range of at least 1 km~Richardsonet al., 1995!. Our
results indicate that whistles in northern resident killer
whales have a different function in underwater communica-
tion than those of other delphinids. Our observation that the
whistles of northern resident killer whales are short-range
sounds are confirmed by recent studies of Miller and Tyack
~1999!, who measured a consistently ‘‘soft’’ source level of
138 dBre: 1 mPa @ 1 m ofwhistles from northern resident
killer whales. Observations in the field, as well as investiga-
tions on the behavioral context, suggest that northern resi-
dent killer whales use whistles mostly during close-range
interactions~Ford, 1989; Thomsenet al., in preparation!.
Structurally more variable and complex signals are suitable
to carry information on various motivational states of the
signaller at close range~Morton, 1977; Owings und Morton,
1998!. Thus their structure makes whistles of northern resi-
dent killer whales suitable to coordinate interactions at close
range.

V. CONCLUSIONS

This study shows that whistles of killer whales are
physically diverse signals with the majority being harmoni-
cal sounds. Parameter measurements indicate that they are
much more complex than whistles described for other del-
phinids. Finally, observations during this study indicate that
whistles in resident killer whales are mostly close-range
sounds.
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Neural representation of sound amplitude by functionally
different auditory receptors in cricketsa)
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The physiological characteristics of auditory receptor fibers~ARFs! of crickets, a model system for
studying auditory behaviors and their neural mechanisms, are investigated. Unlike auditory receptor
neurons of many animals, cricket ARFs fall into three distinct populations based on characteristic
frequency~CF! @Imaizumi and Pollack, J. Neurosci.19, 1508–1516~1999!#. Two of these have CFs
similar to the frequency component of communication signals or of ultrasound produced by
predators, and a third population has intermediate CF. Here, sound-amplitude coding by ARFs is
examined to gain insights to how behaviorally relevant sounds are encoded by populations of
receptor neurons. ARFs involved in acoustic communication comprise two distinct anatomical
types, which also differ in physiological parameters~threshold, response slope, dynamic range,
minimum latency, and sharpness of tuning!. Thus, based on CF and anatomy, ARFs comprise four
populations. Physiological parameters are diverse, but within each population they are
systematically related to threshold. The details of these relationships differ among the four
populations. These findings open the possibility that different ARF populations differ in functional
organization. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1348004#

PACS numbers: 43.80.Lb, 43.64.Pg@WA#

I. INTRODUCTION

Auditory information is often represented across popu-
lations of receptor neurons with different properties. One ap-
proach toward understanding the neural coding of acoustic
stimuli is to reveal how each neuron responds to a relevant
stimulus and how neurons within a population are organized.
Crickets provide a favorable model for studying auditory
systems, in particular how sound frequency is analyzed. Be-
havioral experiments show that the field cricket,Teleogryllus
oceanicus,classifies sounds into two distinct frequency
bands~Wyttenbachet al., 1996!. One of these, centered at
4–5 kHz, is used for acoustic communication and the other,
centered at 20–50 kHz, is used to detect echolocation sounds
produced by bats~Moiseff et al., 1978; Hennig and Weber,
1997; Nolen and Hoy, 1986!. Despite the dual nature of au-
ditory behavior, cricket auditory receptor fibers~ARFs! fall
into three distinct populations based on their characteristic
frequency~CF! ~Imaizumi and Pollack, 1999!. Two of these,
low-frequency ~CF5;3–5.5 kHz! and ultrasound ARFs
~CF>18 kHz!, are apparently involved in acoustic commu-
nication and predator detection, respectively. The role of the
third group, midfrequency ARFs~CF510–12 kHz!, is not
yet clear. The population sizes of these groups are unbal-
anced. In particular, low-frequency ARFs are more than four
times as numerous as ultrasound ARFs~Imaizumi and Pol-
lack, 1999; Pollack and Faulkes, 1998!. However, the behav-
iors mediated by these two ARF populations, finding mates

and escaping from predators~e.g., echolocating bats!, are
presumably equally important for crickets~Wyttenbach
et al., 1996!. In order to understand how acoustic signals are
represented by populations of these afferents, we examine
how responses of single ARFs within each population vary
with sound amplitude. Amplitude is an important feature of
acoustic stimuli, which serves to signal the distance and, via
interaural level comparison, the direction of a sound source.

Rate-level functions have been extensively studied for
mammalian auditory-nerve fibers~ANFs!, usually with the
goal of exploring the relationships between the mechanics of
the basilar membrane and neural responses~Sachs and Ab-
bas, 1974; Sachset al., 1989; Yates, 1990; Yateset al.,
1990!. Rate-level functions have also been applied to study
how a population of ANFs encodes complex sounds, such as
vowels~Sachs and Young, 1979, 1980; Le Prellet al., 1996!.
We use spike count-level functions~hereafter, spike-level
functions! to investigate how different populations of cricket
ARFs encode sound amplitude.

Parts of this study have been published in abstract form
~Imaizumi and Pollack, 1997, 1998a!.

II. METHODS

A. Animals

Adult virgin female crickets,Teleogryllus oceanicus,
aged 14–23 days after the final molt, were used. They were
cultured under crowded conditions on a 12-h light/dark
cycle, at 25–28 °C, and fed water and cat chow~Ralston
Purina, St. Louis, MO! ad libitum.

B. Physiological recording and staining

Experiments were performed in a sound-attenuating
chamber at 20–23 °C. We used two different recording tech-
niques, whole tympanal nerve~WTN! and single-unit record-

a!Portions of this work were presented in ‘‘Physiological properties of audi-
tory receptors in the Australian field cricketTeleogryllus oceanicus,’’ So-
ciety for Neuroscience Abstract23, 1571, New Orleans, LA, October
1997, and ‘‘The physiological organization of cricket auditory receptors
responding to different behavioral relevant frequency ranges,’’ Society for
Neuroscience Abstract24, 156, Los Angeles, CA, November 1998.

b!Present address: W.M. Keck Center for Integrative Neuroscience, UCSF,
San Francisco, CA 94143-0732. Electronic mail: kazuo@phy.ucsf.edu
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ings. For WTN recording, animals were fixed vertically after
removal of the head, wings, and mid- and hind-legs. The
stump of the neck was covered by a mixture of rosin and
bees wax~1:1 by weight!. The tibia was held flexed against
the femur. The leg nerve was exposed by removing the an-
terior femoral cuticle, placed on a silver-wire hook electrode,
and covered with a mixture of petroleum jelly and mineral
oil ~1:1 by weight!. The prothoracic spiracles, which form
part of the auditory system in crickets, were neither occluded
nor forced open. A chlorided silver ground wire was inserted
into the abdomen. For single-unit recordings, crickets were
waxed on a platform ventral side up. The prothoracic gan-
glion was exposed by ventral dissection and kept moist with
modified TES ringer@140 mM NaCl, 10 mM KCl, 7 mM
CaCl2 , 4 mM NaHCO3, 1 mM MgCl2 , 5 mM d-trehalose
dihydrate, 5 mM n-tris ~hydroxymethyl! methyl-2-
aminoethane sulfonic acid# ~Strausfeldet al., 1983!. The pro-
thoracic ganglion was stabilized on a silver platform, and a
chlorided silver ground wire was inserted into the abdomen.
Recordings were made with glass micropipettes in the leg
nerve near its entry into the prothoracic ganglion. The sites
of single-unit recordings varied by up to 1 mm along the
length of the leg nerve, which may affect our measurements
of latency. However, the error this would introduce is only
ca. 0.5 ms, given the mean conduction velocity of ARFs,;2
m/s ~Pollack and Faulkes, 1998!.

The tips of micropipettes were filled with one of the
following aqueous solutions: 3 M KCl ~resistance, 10–40
MV!, 2%–4% Lucifer Yellow CH~Aldrich, Milwaukee, WI!
~resistance, 100–300 MV!, 2.5–25 mM Alexa 488 or 568
hydrazide~Molecular Probes, Eugene, OR! ~resistance, 150–
1000 MV!. Axon terminals of ARFs were filled with fluo-
rescent dyes by constant negative current injection~1–10
nA!. Ganglia containing dye-filled ARFs were washed with
modified TES ringer, fixed, and dehydrated with 4% formal-
dehyde in 0.1 M phosphate buffer~pH 7.3! for 10–30 min,
4% formaldehyde in methanol for 1 h, and 100% ethanol for
15 min~Atkins and Pollack, 1987!. The ganglion was cleared
with methyl salicylate and mounted on a depression slide.
Stained ARFs were observed with an epifluorescence micro-
scope ~Leica Microsystems, Wetzler, Germany!. Well-
stained specimens were further analyzed with a confocal mi-
croscope ~Leica Microsystems!. Reconstructions of ARF
terminals were made by combining serial optical sections in
the horizontal plane. Drawings were made by projecting film
negatives of these reconstructions with a photo enlarger. The
detailed anatomy of ARFs and their organization will appear
in a separate paper.

C. Acoustic stimulation

Sound stimuli were generated by a National Instruments
~Austin, TX! AT-MIO-64F5 input–output board~resolution:
12 bits, digital-to-analog update rate: 250 kHz! driven by
software written usingLAB WINDOWS/CVI ~National Instru-
ments!. After power amplification~Amcron! and computer-
controlled attenuation~Mike Walsh Electronics, San Dimas,
CA!, stimuli were delivered ipsilateral to the recording side
through separate loud speakers for frequencies<10 kHz
~InterTAN, Toronto, Canada!, and frequencies.10 kHz

~Matsushita Electrical Industrial, Osaka, Japan!. The distance
between the speakers and the animal was 37 cm. Sound level
~re 20 mPa! was calibrated with a 1/4-in. 4135 condenser
microphone and 2610 measuring amplifier~Brüel & Kjær,
Denmark!. Responses were examined at CF and several
other frequencies for as long as recordings could be held.
Stimuli at a given frequency were usually presented at 45–
100 dB SPL; in 3-dB increments from 45–51 dB SPL, and in
5-dB increments from 55–100 dB SPL~or up to 90 dB SPL
in the early experiments!. For a few low-threshold neurons,
stimuli were presented down to 40 dB SPL. In some record-
ings, sound levels from below threshold to 100 dB SPL were
tested in 2-dB increments. Each stimulus was presented three
times ~5–10 times in several cases!. Stimuli were 30 ms in
duration ~including 5-ms rise and fall times! and were pre-
sented at 2 pulses/s. The search stimulus used was either 4.5
kHz ~or 5 kHz! at 80 dB SPL or bandpass-filtered white
noise ~3–50 kHz! at 90 dB SPL. Background noise level
between 2 and 40 kHz was less than 30 dB SPL, measured
with a 1/2-in 4134 condenser microphone, 2610 measuring
amplifier~Brüel & Kjær!, and 3550 filter~Krohn-Hite, Avon,
MA !.

D. Data analysis

Responses were stored on magnetic tape for off-line
analysis. Recordings were digitized at a sampling rate of 10
kHz and analyzed using the computer programSWEEPS~Pol-
lack, 1997!. WTN recordings were bandpass filtered~100–
1000 Hz!, full-wave rectified, and integrated over a 40-ms
time window beginning at stimulus onset. For single-unit
recordings, the number of spikes was counted in a 50-ms
time window beginning at stimulus onset, except for two
ARFs with unusually long latency, for which the time win-
dow began 10 ms after stimulus onset.

We first determined CF as described previously~Imai-
zumi and Pollack, 1999!. Curves relating ARF responses to
sound level were fit by nonlinear models usingSIGMA PLOT

4.0 ~SPSS, Chicago, IL!, in which the Marquardt–Levenberg
algorithm was used. Several physiological parameters are de-
rived from spike-level function at CF@Fig. 1~A!# which we
examined for 136 ARFs. A sigmoid model was used with
three, four, or five free parameters

y5d1a/$11exp@2~x2b!/c#%e,

wherey is the number of spikes,d is the minimum asymptote
~4th parameter!, a is the maximum asymptote,x is sound
level, b is sound level at 50% of maximum response,c is a
slope factor, ande is an asymmetry factor~5th parameter!.
Because we corrected spike counts for spontaneous activity
~see below!, the minimum asymptote ‘‘d’’ is expected to be
zero, and in most cases it was not a free parameter. In some
recordings, however, including minimum asymptoted as a
free parameter improved the fit. The choice of the number of
parameters was determined by anF test for the overall good-
ness of fit. We employed mostly a three-parameter sigmoid
model.

In order to examine the driven response to sound, spon-
taneous spike counts in a 50-ms time window immediately
prior to each sound stimulus were subtracted from the raw
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data. Threshold was estimated as the sound level at CF at
which an ARF produced one spike above minimum asymp-
tote. Response slope was measured as the slope of the fitted
curve from 40% to 60% of the maximum response. Dynamic
range was determined as the sound-level range from thresh-
old to 90% of the maximum response. Spontaneous rate was
measured from recordings 2 to 41 s~mostly 6–12.5 s! in
duration without sound stimulation. Maximum number of
spikes was estimated as maximum asymptote. For 13 ARFs,
we lost recordings before completing the spike-level function
over the entire sound-level range~up to 100 dB SPL or 90
dB SPL for the early experiments!. In these cases, response
slope, dynamic range, and maximum response were not es-
timated. However, because the overall curve fit was signifi-
cant by anF test (p,0.05), threshold was estimated.

Some ARFs had sloping-saturation responses similar to
those found in vertebrate ANFs~Sachs and Abbas, 1974;
Sachset al., 1980; Köppl and Yates, 1999!. For these ARFs,
spike-level functions were fit to a double logistic model
~Nizami and Schneider, 1997!. The model worked well both
for cricket ARFs and cat ANFs~Imaizumi and Nizami, un-
published observations!. Definitions of physiological param-
eters for ARFs with sloping-saturation responses were the

same as for other ARFs. For some ARFs, there was little or
no indication of response saturation within the sound-level
range we tested~upper limit: 100 dB SPL!. In these cases,
the uncertainty of the estimate of maximum asymptote was
high; that is, the goodness of fit, as reflected by the least-
squares error, depended only weakly on the precise value of
the asymptote. The curve-fitting program we used~SIGMA

PLOT 4.0! expresses this uncertainty in terms of thet statistic
and its associated probability value; lowp indicates low un-
certainty ~Glantz and Slinker, 1990!. For the two sloping-
saturation ARFs for which the results of this test were not
significant, response slope and dynamic range were also ex-
cluded from the results.

Instantaneous firing rate was calculated as the inverse of
the average interspike interval: number of spikes minus one
divided by response duration. Instantaneous-rate level func-
tion was fit by either a three- or four-parameter~as deter-
mined byF test! gompertz growth model~Draper and Smith,
1983!. We employed mostly a three-parameter gompertz
model

y5a exp$2exp@2~x2b!/c#%,

wherey is the instantaneous firing rate,a is the maximum

FIG. 1. Physiological parameters derived from responses of a single auditory receptor fiber~ARF! with characteristic frequency~CF! of 5 kHz. Data points
represent mean~6s.d.! of three presentations of the stimulus at each sound level. ARF identification and physiological parameters are shown inside the graphs.
~A! Spike-level function. Normalized driven response is plotted as a function of sound level. Threshold~TH! was estimated as dB SPL at CF at which the ARF
produced one spike above the minimum asymptote. Response slope~Slope! was measured for the portion of the curve spanning 40%–60% of the maximum
response. Dynamic range~DR! was calculated as dB range from threshold to 90% of the maximum response. Spontaneous rate~SR! was measured as number
of spikes per s in the absence of sound stimulus. Maximum number of spikes~Max No.! was estimated as maximum asymptote. This curve was fit with a
three-parameter sigmoid model.~B! Instantaneous-rate level function. Instantaneous firing rate is plotted as a function of sound level. Maximum firing rate
~Max FR! was estimated as maximum asymptote. Curve was fit using a three-parameter hill model for this ARF.~C! Latency-level function. Response latency
is plotted as a function of sound level. Minimum latency was estimated as minimum asymptote. Curve was fit using a three-parameter single exponential decay
model. See Secs. II and III for further explanation.
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asymptote,x is sound level,b is sound level at 50% of maxi-
mum firing rate, andc is a slope factor. For a four-parameter
gompertz model, the minimum asymptoted was added

y5d1a exp$2exp@2~x2b!/c#%.

In a few cases a three-parameter hill model was also em-
ployed @Fig. 1~B!#. We also estimated minimum response
latency of the first response spike~see Sec. III for a detailed
description!, using a three-parameter single exponential de-
cay model@Fig. 1~C!#. The model is

y5d1a exp~2cx!,

wherey is response latency,d is minimum response latency,
a is maximum latency,c is a slope factor, andx is sound
level. Estimates of maximum firing rate and minimum la-
tency were accepted only for cases where uncertainty of the
estimate of maximum or minimum asymptote, respectively,
was low as indicated by thet statistic. Five estimates of
maximum firing rate, and 12 of minimum latency, were ex-
cluded by this criterion.

III. RESULTS

We determined CFs of 209 ARFs, 86 of which were
included in an earlier paper~Imaizumi and Pollack, 1999!.
As in the previous study, ARFs fall into three distinct popu-
lations based on CF~Fig. 2!. Low-frequency ARFs~;3–5.5
kHz! comprise the largest population~73%!, while midfre-
quency~9–12 kHz! and ultrasound ARFs~>18 kHz! are less
numerous~12% and 15%, respectively!. However, we found
two distinct anatomical types among low-frequency ARFs,
as described later. Therefore, based on both CF and anatomy,
ARFs are recognized as comprising four populations rather
than three.

A. Spike-level functions of cricket ARFs

Figure 3 illustrates spike-level functions at CF for nine
ARFs representing the three ARF populations that were pre-
viously identified~Imaizumi and Pollack, 1999! on the basis
of CF alone. Spike-level functions were monotonic, except
for a single ARF~data not shown!, and were in most cases
sigmoid. However, as judged by visual inspection, 20 ARFs
@e.g., Figs. 3~A! and ~E!# showed sloping saturation at CF,
similar to that found in vertebrate ANFs~Sachs and Abbas,
1974; Sachset al., 1980; Köppl and Yates, 1999!. Sixteen of
these had CF of 4–5 kHz, three had CF of 10–12 kHz, and
one had CF of 35 kHz.

B. Distributions of physiological parameters

In general, insect ARFs have been considered to be
similar in physiological parameters~Rheinlaender, 1975;
Römer, 1976; Kalmringet al., 1978; Oldfield, 1983, 1984;
Römer et al., 1998!. However, as Fig. 3 suggests, cricket
ARFs may have a wide range of physiological parameters.
Distributions of physiological parameters derived from
spike-level and instantaneous-rate level functions are illus-
trated in Fig. 4. Indeed, cricket ARFs differ not only in
threshold but also in response slope, dynamic range, and
maximum response.

Threshold is one parameter that can be compared di-
rectly with behavior. Many low-frequency ARFs have
thresholds between 50 and 60 dB SPL@Fig. 4~A!#. However,
eight low-frequency ARFs had lower thresholds, 35–45 dB
SPL at CF~and one had exceptionally low threshold!, and
six ultrasound ARFs also had low thresholds, less than 55 dB
SPL at CF. Given the behavioral thresholds of crickets~e.g.,
45–50 dB SPL for orientation towards communication sig-
nals: Pollack and Plourde, 1982; Schmitz, 1985; Doolan and
Pollack, 1985, and;55 dB SPL for orientation away from
bat-like sounds: Nolen and Hoy, 1986!, thresholds of many
ARFs appear to be high. To examine the possibility of sam-
pling bias, we measured responses of the entire ARF popu-
lation using WTN recordings. Figure 5 illustrates WTN re-
sponses at 5 and 30 kHz. The slope of the WTN response
increases at 55–60 dB SPL for 5-kHz stimuli and at 75–80
dB SPL for 30-kHz stimuli~Fig. 5!, as would be expected if
large numbers of ARFs were recruited at these sound levels
~see also Fig. 9!. These results are thus consistent with the
clustering of threshold at 50–65 dB SPL for frequency ARFs
and at 65–80 dB SPL for ultrasound ARFs@Fig. 4~A!#.

However, two cautions are necessary. First, the number
of low-threshold ARFs may be underestimated. As we show
later ~Fig. 8!, low-threshold ARFs have higher spontaneous
activity, and this made estimation of CF during the course of
the experiments more difficult. As a precaution, we mea-
sured spike-level functions at a number of frequencies near
the apparent CF. This was not necessary for high-threshold
ARFs, for which CF was unambiguous. Due to the limited
duration of recordings~mean: 3.9 min; range: 1–19 min!, we
sometimes lost the recording before all spike-level functions
were completed. Thus, our sample of low-threshold ARFs
may underestimate the relative size of this group. The other
caution is that threshold, especially for high-threshold ultra-

FIG. 2. The distributions of CFs of 209 ARFs. CFs of 86 of these ARFs
were reported previously~Imaizumi and Pollack, 1999!. CFs of 3 kHz and
lower and 40 kHz and higher are expressed as<3 and>40, respectively.
ARFs fall into three distinct populations based on CF. However, anatomical
evidence~see Fig. 6! shows that the low-frequency population includes two
distinct ARF types. Anatomy was not determined for all ARFs, and so these
two types are not distinguished in Figs. 2, 3, and 4, which include our entire
data set. Proportions of low-frequency~CF5;3–5.5 kHz!, midfrequency
~CF59–12 kHz!, and ultrasound ARFs~CF>18 kHz! are 73%, 12%, and
15%, respectively.
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sound ARFs, may have been measured at other than the
‘‘true’’ CF. Many ARFs have additional sensitivity peaks at
frequencies other than CF~Imaizumi and Pollack, 1999!.
Thus, the true CFs of some of the ultrasound ARFs might be
outside the frequency range that we examined~2–40 kHz,
3–40 kHz in the early experiments!. However, these high-
threshold ultrasound ARFs are not spontaneously active. As
we show later, high-threshold ARFs in other populations, as
well as ultrasound ARFs, have low spontaneous rates~Fig.
8!; thus, threshold of ultrasound ARFs are likely to be high
regardless of their true CF.

C. Low-frequency ARFs comprise two anatomically
different types

Intracellular staining of 137 ARFs~92 low-frequency
ARFs, 21 midfrequency ARFs, and 24 ultrasound ARFs! re-
veals two distinct anatomical types~Imaizumi and Pollack,
1996, 1998b; Pollack and Imaizumi, 1999!. Horizontal re-
constructions of axon terminals of representative ARFs are
illustrated in Fig. 6. One type projects near the midline of the
prothoracic ganglion~Medial Termination; MT type! and the
other, which has large bifurcating branches, terminates more
laterally ~Bifurcation; BC type!. MT types occur among all

three ARF populations, while BC types occur only among
low-frequency ARFs. For the remainder of this paper we use
the terms MT and BC to distinguish between these low-
frequency ARFs. Of the 92 low-frequency ARFs we stained,
51 were BC types, and 41 were MT types.

D. Different ARF populations differ in physiological
parameters

Given the differences in probable behavioral roles of the
different ARF populations, it seemed possible that they
might differ in physiological parameters. Figure 7 compares
the physiological properties among the four different ARF
populations as defined by both CF and anatomy. For low-
frequency ARFs, only anatomically identified ARFs were in-
cluded in the analysis. Because midfrequency and ultrasound
ARFs are anatomically homogeneous~Fig. 6!, we included
all physiological data for these ARFs in our analysis, even if
anatomical evidence was not available.

BC types differ significantly from midfrequency ARFs
in dynamic range, maximum number of spikes, and maxi-
mum firing rate. MT types differ significantly from midfre-
quency ARFs in response slope, spontaneous rate, maximum

FIG. 3. Spike-level functions of 9
ARFs from three populations are illus-
trated. Data points represent mean
~6s.d.! of three stimulus presentations
for most cases@eight presentations for
~G!#. ~A!–~C!, ~D!–~F!, and ~G!–~I!
represent low-frequency, midfre-
quency, and ultrasound ARFs, respec-
tively. ARF identifications, CFs, and
THs ~thresholds! are shown on theleft
of each curve. For all except~A! and
~E!, curve fits were made using a
three-parameter sigmoid model. For
sloping-saturation types~A! and~E!, a
double logistic model~Nizami and
Schneider, 1997! was used.
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number of spikes, and maximum firing rate. BC types differ
significantly from ultrasound ARFs in response slope, spon-
taneous rate, maximum number of spikes, and maximum fir-
ing rate, while MT types differ significantly from ultrasound
ARFs in all parameters. However, midfrequency ARFs differ
significantly from ultrasound ARFs only in spontaneous rate

@Fig. 7~D!#, although the significance is weak (p50.049).
Of particular interest is the difference between BC and

MT types, both of which are, based on CF, presumably in-
volved in acoustic communication~Imaizumi and Pollack,
1999!. Their anatomical differences suggest that they may
provide inputs to different central neurons. They differ
physiologically as well. MT types have lower threshold,
wider dynamic range, and higher maximum response than
BC types @Figs. 7~A!, ~C!, ~E!#, whereas BC types have
steeper response slope than MT types@Fig. 7~B!#.

E. Relationships between threshold and other
physiological parameters

Sound amplitude is a behaviorally important parameter
of acoustic signals. As sound amplitude increases ARFs with
different thresholds will be recruited, and the nature of the
summed sensory input will depend on how other physiologi-
cal parameters of ARFs vary systematically with threshold.
We examined these relationships separately for the four ARF
populations. In all cases, response slope increases with in-
creasing threshold, while dynamic range decreases~Fig. 8!.
Spontaneous rate decreases with increasing threshold, al-
though the relationship is not significant for BC low-
frequency ARFs@Figs. 8~A3!–~D3!#. There are no significant
relationships between threshold and maximum responses~ei-
ther spike counts or firing rate! for most populations~data

FIG. 4. Distributions of physiological parameters. Dif-
ferent populations of ARFs, based on CF, are indicated
by differentfill patterns. As in Fig. 2, we include ARFs
for which anatomy was not determined, and thus the
two types of low-frequency ARFs are not distinguished.
~A! Threshold at CF. Note the break onabscissa. ~B!
Response slope.~C! Dynamic range.~D! Spontaneous
rate. Note the break onabscissa. ~E! Maximum number
of spikes.~F! Maximum firing rate.

FIG. 5. Response of the whole tympanal nerve to increasing sound level.
The responses were normalized to the maximum response at 5 kHz. Stimu-
lus frequencies are shown beside curves. Five kHz represents low fre-
quency, illustrated by filled circles, while 30 kHz represents ultrasound,
illustrated by open circles. Points are means and s.d. of seven experiments.
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not shown!. However, only for MT types, maximum firing
rate increases significantly with threshold (r 250.147, p
50.048: data not shown!.

F. Response latency

In general, response latency of auditory neurons de-
creases with increasing sound level, and is also a potential
carrier of information concerning sound amplitude to central
neurons. Response latency is usually measured as the delay
between stimulus onset and the first post-onset spike. How-
ever, for auditory neurons with spontaneous activity, the first
spike is not always sound elicited. We excluded spontaneous
spikes from the measurements by using the latency of WTN

responses as a guide. WTN response were recorded at the
femur, which is several millimeters closer to the spike initi-
ating zone in the tibia than the site of single-unit recordings
in the leg nerve near its entry into the prothoracic ganglion.
Consequently, WTN response latency is shorter than single-
unit response latency~2–4 ms shorter, in general, as indi-
cated by simultaneous recordings, Imaizumi, unpublished
observations; see also Pollack and Faulkes, 1998!. We there-
fore consider spikes occurring before the WTN responses as
spontaneous. WTN response latency was measured as the
time from stimulus onset to the first conspicuous peak in
averaged WTN traces (n55) at each sound level~Fig. 9!.
Because of low signal-to-noise ratio at low sound levels, we
measured latencies of WTN response at>70 dB SPL~we
used WTN response latency at 70 dB SPL as the lower limit
for latency for all sound levels<70 dB SPL!. Figure 10
summarizes the results from seven experiments. Minimum
latency was estimated as the minimum asymptote of a non-
linear model fit to the data@Fig. 1~C!, see Sec. II#.

BC low-frequency ARFs have the shortest minimum la-
tency@Fig. 11~A!#. Minimum latency does not differ signifi-
cantly between the other three populations. The relationship
between threshold and minimum latency also differs among
the populations. For MT low- and midfrequency ARFs,
minimum latency decreases with increasing threshold@Figs.
11~C!, ~D!#, whereas BC low-frequency and ultrasound
ARFs have similar minimum latencies regardless of thresh-
old @Figs. 11~B!, ~E!#.

G. Frequency selectivity of different ARF populations

Our previous results showed that frequency selectivity,
as reflected by the quality factor (Q75%), was similar among
the three ARF populations we recognized based on CF
~Imaizumi and Pollack, 1999!. Q75% was calculated as best
frequency divided by bandwidth at 75% of the maximum
response in isolevel curves~Imaizumi and Pollack, 1999!.
The higher theQ75%, the more sharply the ARF is tuned.
However, when the anatomical distinction among low-
frequency ARFs is taken into account, differences in fre-
quency selectivity are apparent. AlthoughQ75% does not dif-
fer among the four populations at sound levels from 0 to,5
dB SPL above threshold~Mann-Whitney U test adjusted by
the sequential Bonferroni technique; Rice, 1989!, MT types
are more sharply tuned to CF than the other three ARF popu-
lations at sound levels from 5 to,10 dB SPL above thresh-
old ~Fig. 12!.

H. Parallel and nonparallel spike-level functions in
cricket ARFs

Spike-level functions at different frequencies for a given
receptor neuron may be related to the biophysical properties
of the structures conducting sound energy to receptor neu-
rons. In mammals, rate-level functions of single ANFs may
show nonparallel responses at different frequencies because
of nonlinearity of the input–output function of the basilar
membrane~Sachs and Abbas, 1974; Yateset al., 1990;
Cooper and Yates, 1994!. In contrast, in insects, previous
studies of spike-level functions for single ARFs have shown

FIG. 6. Anatomy of axon terminals of six different ARFs in the prothoracic
ganglion. Axon terminals were stained with either Lucifer Yellow or Alexa
488 or 568 by constant negative current injection. Horizontal reconstruc-
tions were prepared from optical sections made using confocal microscopy.
There are two types of ARFs, medial termination~MT type! and bifurcation
~BC type!. MT types occur in all populations, while BC types occur only
among low-frequency ARFs. For low-frequency ARFs, MT and BC types
are illustrated on theleft and right, respectively. ARF identifications and
CFs are shown above drawing of axon terminals. Orientation of ganglion is
illustrated by an arrow~A: anterior;P: posterior!. Scale bar is given at the
bottom.
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parallel responses at different frequencies~Suga, 1960;
Rheinlaender, 1975; Ro¨mer, 1976; Oldfield, 1982, 1984,
1985; Oldfieldet al., 1986!. However, we found both paral-
lel and nonparallel responses in single cricket ARFs. Figure
13 illustrates some representative examples. Although the
number of frequencies at which spike-level functions were
measured in a single ARF was limited~range, 1–13!, many
ARFs appeared to respond in a parallel manner@Figs. 13~A!,
~B!#, while a small number appeared to respond in a nonpar-
allel manner@Figs. 13~C!, ~D!#. Additional indications of
nonparallel responses are evident in previously published
isolevel curves~Fig. 3 of Imaizumi and Pollack, 1999!. Fig-
ures 13~B! and ~D! also demonstrate that the midfrequency
and ultrasound ARFs respond robustly to the carrier fre-
quency of communication signals~4.5 kHz! ~see also Imai-
zumi and Pollack, 1999!.

IV. DISCUSSION

A. Cricket ARFs may differ from other insect ARFs

In insects, physiological parameters of spike-level func-
tions have been studied in bushcrickets and locusts~Rhein-
laender, 1975; Ro¨mer, 1976; Kalmringet al., 1978; Oldfield,
1983, 1984; Ro¨mer et al., 1998!. These studies suggested
that insect ARFs are stereotyped~similar response slope and
dynamic range! except for threshold. A previous study on

crickets also produced similar results~Oldfield et al., 1986!.
However, we demonstrate that these parameters of cricket
ARFs vary considerably. This discrepancy may result from
differences in recording techniques. Oldfieldet al. ~1986!
made intracellular recordings directly from cell bodies after
removing the anterior tympanal membrane and immersing
the inner ear in Ringer solution. These procedures did not
alter frequency sensitivity at low frequencies, but they did
alter neuronal threshold by up to 30 dB, in particular.10
kHz. It appears possible that these procedures affected the
biomechanics of the inner ear.

In many ARFs, spike-level functions appear to be paral-
lel at different frequencies. In several other insects, parallel
spike-level functions were also found~Suga, 1960; Rhein-
laender, 1975; Ro¨mer, 1976; Oldfield, 1983, 1984, 1985;
Oldfieldet al., 1986!. However, we also find that some ARFs
show nonparallel responses at different frequencies. Hutch-
ings and Lewis~1981! also reported nonparallel responses of
cricket ARFs, but in their case the responses of a single ARF
were monotonic and nonmonotonic at different frequencies,
which we never observed. Previous studies showed that in-
sect tympanal membranes, including those of crickets, re-
spond linearly at different frequencies~Patonet al., 1977;
Breckow and Sipple, 1985!. However, the recent discovery
of otoacoustic emissions in locusts and moths suggests that
insect ears may not respond in an entirely linear manner

FIG. 7. Comparisons of physiological parameters
among different ARF populations. Different ARF popu-
lations are illustrated with differentfill patterns. Box
plots illustrate medians~vertical lines!, quartiles~box
widths!, and 10th and 90th percentiles~whiskers!.
Sample sizes are shown under each box. Significant dif-
ferences between ARF populations are illustrated by
bars and asterisks. Number ofasteriskscorresponds to
the probabilities ~* : p,0.05, ** : p,0.01, *** : p
,0.001, **** : p,0.0001) determined by Mann-
Whitney U test, adjusted, for multiple comparisons us-
ing the sequential Bonferroni technique~Rice, 1989!.
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~Kössl and Boyan, 1998; Coro and Ko¨ssl, 1998!. Unlike the
situation in these insects, auditory receptors of crickets are
not directly attached to the tympanal membrane; rather, they
are situated between a tracheal branch and a covering mem-
brane~for a recent review, see Yager, 1999!. Moreover, in
addition to acting directly on the external surface of the tym-
panum, sound reaches the inner surface via tracheal tubes,
crossing a phase-shifting partition if the sound is contralat-
eral ~Michelsen, 1998!. Although there currently is no evi-
dence that these complex structures of the cricket inner ear

FIG. 9. Extracellular recordings from the whole tympanal nerve in one
animal. Traces are averages of five repetitions. Stimulus level is shown at
the left. Stimulus monitor and time scale are illustrated below. First peaks
are not clear at low sound levels~<60 dB SPL! because of low signal-to-
noise ratio, while the first peaks are clear at high sound levels~>75 dB
SPL!.

FIG. 10. Response latency in whole tympanal nerve recordings. Response
latency of the entire ARF population was measured from the first clear peak
of the averaged recording traces. Latencies~mean 6s.d.! were averaged
from seven different experiments except for 70 and 75 dB SPL, at which
averages were made from five experiments.

FIG. 8. Linear relationships between
threshold and three other physiological
parameters. Regression lines were
computed by least-squares analysis.
Sample sizes,r 2 values~coefficient of
determination!, and probabilities are
shown inside each graph. Threshold is
linearly related to response slope, dy-
namic range, and spontaneous rate for
all populations, except for spontane-
ous rate in BC types~A3!. There is no
relationship between threshold and
maximum number of spikes or firing
rate for most populations~data not
shown!. However, only for MT types,
threshold is related weakly to maxi-
mum firing rate (r 250.147, p
50.048: data not shown!.
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are related to nonlinearity, reassessment of the mechanical
response of the cricket tympanal membrane and associated
inner structures might be illuminating.

Another conspicuous property of spike-level functions
in cricket ARFs is the occurrence of sloping-saturation re-
sponses, which has not been reported previously for insects.
In mammalian ANFs, the shapes of rate-level functions, in-
cluding sloping saturation, may be largely accounted for by
the nonlinear mechanics of the basilar membrane~Sachs and
Abbas, 1974; Yates, 1990; Yateset al., 1990, 1992!. Accord-
ing to this view, ANFs with sloping-saturation responses are
not discrete types, as had first been proposed by Sachs and
Abbas ~1974!. Rather, whether an ANF has a sigmoid or
sloping-saturation curve is determined by whether the curve
spans the sound level at which mechanical nonlinearities ap-
pear ~Yates et al., 1990!. The origin of sloping-saturation
responses in crickets is not known.

B. A small number of ARFs drives central neurons
and behavior at threshold

Despite considerable variation, thresholds are clustered
around 50–65 dB SPL for low-frequency ARFs, and around
65–80 dB SPL for ultrasound ARFs@Fig. 4~A!#. Thus, it
appears that relatively few ARFs are highly sensitive and, at

near-threshold levels~ca. 40–45 dB SPL for low frequencies
and 50–55 dB SPL for ultrasound!, central neurons and be-
havior may be driven by only a small number of ARFs. In
other words, crickets may use the lower envelope principal;
sensory thresholds are determined by the class of lowest-
threshold neurons without being influenced by the existence
of less sensitive neurons for a given stimulus~Barlow, 1995;
see also Parker and Newsome, 1998!.

C. Four different ARF populations differ in
physiological organization

In crickets, sound-amplitude coding by ARFs may serve
several functions. One is to estimate distances of conspecific
males ~Cade, 1981! and closely approaching echolocating
bats~Nolen and Hoy, 1986!. Another is to compute interau-
ral level difference for sound-amplitude discrimination
~Doherty, 1985! and for sound localization~Moiseff et al.,
1978; Schmitzet al., 1983!.

To understand how a population of ARFs codes sound
amplitude, it is necessary to know how the response proper-
ties of individual ARFs are organized within the population.
We find that cricket ARFs comprise four different popula-
tions, based on physiology~CF! and anatomy. Within each
population, threshold is linearly related to other physiologi-

FIG. 11. Minimum response latency in single-unit re-
cordings. Minimum latency was estimated from
latency-level function@Fig. 1~C!#. ~A! Comparison of
minimum latency among four different ARF popula-
tions. Minimum latency is the shortest for BC types.
Sample sizes are shown under the box. Different ARF
populations are illustrated with differentfill patterns.
See the caption of Fig. 7 for explanation of box plots
and statistical tests.~B!–~E! Linear relationship be-
tween threshold and minimum latency in each popula-
tion. Sample sizes,r 2 values, and probabilities are
shown inside each graph.
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cal parameters. However, the details of these relationships
differ among the different ARF populations.

Figure 14 illustrates a highly simplified scheme of nor-
malized spike counts~top row! and response latency~bottom
row! for each population, based on the observed relation-
ships between threshold and response slope, dynamic range,
and minimum latency. Threshold is linearly related to other
physiological parameters in all four populations. However,
for BC low-frequency ARFs, the differences in these param-
eters across the population are so small that, provisionally,
we neglect them. Therefore, BC low-frequency ARFs are
stereotyped, and differ from the other three populations
physiologically as well as anatomically. The first spikes from
different ARFs are separated at higher sound levels for MT
low-frequency and midfrequency ARFs, whereas for BC
low-frequency and ultrasound ARFs the first spike timing is

coincident at higher sound levels. Three of the four ARF
populations, BC and MT low-frequency and ultrasound
ARFs, thus exhibiting distinct relationships between thresh-
old and other parameters~response slope, dynamic range,
and minimum latency!. The organization of the fourth popu-
lation, midfrequency ARFs, is intermediate to those of MT
types and ultrasound ARFs. Therefore, the four different
ARF populations may have four different physiological or-
ganizations.

In mammalian ANFs, threshold and other parameters are
also related. However, the natures of the relationships differ,
in most cases, from those we have described. In crickets,
response slope increases, and dynamic range decreases with
increasing threshold, whereas the converse is true in mam-
mals ~Schalk and Sachs, 1980; Winteret al., 1990; Yates
et al., 1992!. In mammals, these relationships are accounted
for by the biomechanics of the basilar membrane. It is not
known what mechanisms might account for the relationships
in crickets.

D. Behavioral roles of cricket ARFs

Low-frequency and ultrasound ARFs are likely to be
involved in intraspecific communication and predator detec-
tion, respectively. The behavioral role of midfrequency
ARFs is unclear. The similarity of physiological properties
of midfrequency and ultrasound ARFs~Figs. 7, 8, 11, 12!
suggests that the former might also be involved in predator
detection. Some midfrequency ARFs have additional sensi-
tivity peaks at higher sound frequencies including ultrasound
~Imaizumi and Pollack, 1999!. However, the physiological
organization of midfrequency ARFs is somewhat different
from that of ultrasound ARFs~Fig. 14!. Midfrequency ARFs
may be involved in acoustic communication as well as
predator detection~Imaizumi and Pollack, 1999!. Cricket
songs contain higher harmonics, which enhance the recogni-
tion and localization of the signals~Latimer and Lewis,
1986!.

The population sizes of midfrequency and ultrasound
ARFs are small~Fig. 2!. For both populations, response
slope, maximum number of spikes, and maximum firing rate
are high. Steep response slope may facilitate high-resolution
sound-amplitude discrimination, which may be suitable for
sound localization based on inputs from small numbers of
ARFs. High spike counts and firing rate may also, through
temporal summation, allow these ARFs to provide powerful
inputs to central neurons, despite their small numbers. Pre-
sumably, these mechanisms facilitate predator detection by
small populations of ARFs.

Low-frequency ARFs are over-represented, comprise
two distinct anatomical types~BC and MT types!, and may
play different roles in acoustic communication. The lower
threshold, wider dynamic range, and sharper tuning of MT
types are suitable for processing songs of distant conspecific
mates, although their shallow response slope may not be
ideal for sound-amplitude discrimination. This may be re-
lated to the relatively poor acuity of phonotaxis at low sound
levels ~Schmitz, 1985!. Based on anatomy, MT types are
good candidates for providing direct inputs to AN1~see also
Hennig, 1988!, which in turn sends information to the brain.

FIG. 12. Frquency selectivity (Q75%) of four ARF populations.Q75% was
calculated as best frequency divided by bandwidth at 75% of the maximum
response~Imaizumi and Pollack, 1999!. The higher theQ75% , the more
sharply the ARF is tuned. MT types are more sharply tuned to CF than other
populations. These significant differences are not due to a fortuitous differ-
ence in the particular sound levels above threshold within the sound-level
range compared~MT types vs BC types;p50.685 by Mann-Whitney U test,
MT types vs midfrequency ARFs;p50.458, MT types vs ultrasound ARFs;
p50.186!. Stimulus level above threshold~1TH! is shown at thetop right.
Different populations are illustrated with differentfill patterns. Sample sizes
are given at thebottomof box plots. See the caption of Fig. 7 for explana-
tion of box plots and statistics.
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An ascending pathway is required for phonotaxis~Pollack
and Hoy, 1981!, and AN1, in particular, is involved in sound
recognition and localization~Schildberger, 1984; Schild-
berger and Ho¨rner, 1988!. MT types, as the probable source
of song-related inputs to AN1~Hennig, 1988!, would thus
appear to be crucial for acoustic communication. By con-
trast, the behavioral role of BC types is less clear. Anatomi-
cal evidence suggests that BC types may make few, if any,

contacts with ON1~Pollack and Imaizumi, 1999! and, as
AN1’s dendrites are in the same region as ON1’s, extensive
direct input from BC types to AN1 seems unlikely. Thus, it
is less likely that BC types directly influence ascending in-
formation. Moreover, thresholds of most BC types~55–65
dB! are higher than that of behavior~45–50 dB SPL, Pollack
and Plourde, 1982; Schmitz, 1985; Doolan and Pollack,
1985!. However, because of their steep response slope,

FIG. 13. Parallel and nonparallel spike-level functions
of single ARFs. ARF identifications are shown at the
top left. Stimulus frequencies are given at thebottom
right by the different markers. Data points represent
mean~6s.d.! of three presentations of the stimulus at
each sound level.~A! Parallel responses in low-
frequency ARF with CF of 4.5 kHz.~B! Parallel re-
sponses in midfrequency ARF with CF of 10 kHz. This
midfrequency ARF also responds robustly at the carrier
frequency of cricket songs~4.5 kHz!. ~C! Nonparallel
responses in low-frequency ARF. Spike-level function
at CF of 4.5 kHz for this ARF was not available. Note
the difference in response shape at the two frequencies;
sloping saturation at 4 kHz and sigmoid at 5 kHz.~D!
Nonparallel responses in ultrasound ARF with CF of 30
kHz. This ultrasound ARF also responds robustly at 4.5
kHz.

FIG. 14. Scheme of physiological organization in four different ARF populations.Top row illustrates normalized spike-level functions. Spike counts were
normalized to maximum response after subtraction of spontaneous rate from the raw data. Hence, spontaneous rate and maximum number of spikes are not
considered in this scheme. Threshold and saturation were set as;10% and 90% of the normalized response, although, in the actual data analysis, threshold
varied from 5% to 14% because of the difference in maximum responses.Bottom rowillustrates latency-level functions. Shapes of the functions were based
on the observations. Three representative ARFs, with different thresholds illustrated by different dashed lines, were schematized. The values of threshold
chosen are based on the distribution of threshold within each population.

1258 1258J. Acoust. Soc. Am., Vol. 109, No. 3, March 2001 K. Imaizumi and G. S. Pollack: Amplitude coding in crickets



which is well suited for sound-amplitude discrimination and
thus for sound localization@Fig. 7~B!#, BC types may par-
ticipate in increasing the accuracy of orientation at suprath-
reshold levels. Indeed, phonotaxis improves substantially
with increasing stimulus levels~Schmitz, 1985!, at which BC
types would be recruited. The target neuron~s! of BC types is
not yet known, and so the pathway by which they might
influence phonotaxis is unclear. Nevertheless, the anatomical
differences between BC and MT types suggest that auditory
input pertaining to intraspecific signals is separated into dif-
ferent pathways at the earliest level of neural processing.
These different pathways may, at least partially, account for
the large population size of low-frequency ARFs.

E. Minimum latency

BC types have significantly shorter minimum latency
than the other three ARF populations. Minimum latency is
accounted for mainly by conduction delay between the spike
initiating site and the recording point~acoustic delay be-
tween the speaker and the ear is only;1.1 ms!. Somata of
ARFs are tonotopically arrayed in the inner ear; low-
frequency-tuned somata are situated proximally, and high-
frequency-tuned somata are distal~Oldfield et al., 1986!.
Therefore, conduction path length differs for ARFs with dif-
ferent CFs. However, the length of the array of somata is
only ;270–400 mm ~Young and Ball, 1974; Imaizumi,
2001!. Given the mean conduction velocity of ARFs, ca. 2
m/s ~Pollack and Faulkes, 1998!, the differences in conduc-
tion delay due to soma position would be,0.2 ms, which is
less than the 1–2 ms we observed between BC types and the
other ARF populations~Fig. 11!.

Conduction velocity is proportional to the square root of
axon diameter. Thus, ARFs with shorter minimum latency
~BC low-frequency ARFs! might have larger axon diameters.
The soma sizes of ARFs vary according to position within
the ear; somata of proximal and distal cells are larger than
those of cells situated in the middle of the array~Young and
Ball, 1974; Imaizumi, 2001!. If we assume~as seems reason-
able! that axon diameter varies with soma size, then it seems
possible that the proximal-most receptor neurons correspond
to the BC low-frequency ARFs~Imaizumi, 2001!. However,
this reasoning also predicts that ultrasound ARFs~distal!
should have higher conduction velocities, and shorter mini-
mum latencies, than receptor neurons situated in the middle
of the array. As we discuss above, differences in conduction
distance among the ARF types will have only a very small
effect on minimum latency. Minimum latencies of ultra-
sound ARFs, however, were not shorter than those of MT
low-frequency ARFs. It seems likely that other factors, in
addition to conduction velocity, might contribute to differ-
ences in minimum latency. One possibility is the latency of
spike initiation.

The minimum latency for ultrasound ARFs is longer
than for BC types. Because ultrasound ARFs are involved in
avoidance behavior, their minimum latency might be ex-
pected to be shorter than that of other ARFs. In locusts, too,
high-frequency~including ultrasound! sensitive ARFs are
presumably involved in negative phonotaxis~Robert, 1989;
Dawsonet al., 1997!, and yet have smaller diameter axons,

and thus presumably lower conduction velocities, than low-
frequency sensitive ARFs~Halex et al., 1988!. In crickets,
the longer minimum latency for ultrasound ARFs is compen-
sated at the central neuron level. AN2, a command neuron
for negative phonotaxis~Nolen and Hoy, 1984!, has a large
axon diameter~Atkins and Pollack, 1986; Wohlers and Hu-
ber, 1985!, and sends information to the brain at high veloc-
ity.
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In the first paragraph of Sec. IV, the statement ‘‘...while
the total mass flux densityru remains zero’’ is wrong. In the
situation we are considering, with sealed reservoirs at the
ends of the channel, the total time-averagedmole flux is
zero, as the mole flux of the heavy component in one direc-
tion equals that of the light component in the other direction.
Hence, nonzero net mass must flow in the direction that the
heavy component flows.

It is easy to show that this net time-averaged second-
order mass flux is

Ṁ25ṀH,2~12mL /mH! ~46a!

when the mole fluxes are equal and opposite, and that the

time-averaged second-order mass flux of the heavy compo-
nent is

ṀH,2[A^rcu&25
Arm

2
Re@^c1u1̃ &#1cmṀ2 . ~46b!

These equations should replace Eq.~46! in the manu-
script. Equations ~48! and ~49! give expressions for
rm Re@^c1u1̃ &#/2, not for ^rcu&2 .

Finally, by combining Eqs.~46a! and~46b! to eliminate
Ṁ2 and solving forṀH,2[mHṄH,2 , we arrive at Eq.~52!,
which is correct as written.

We are grateful to Drew Geller for bringing this error to
our attention.
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